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1. Problem Description 

 
Microarray technique is a popular method in 

bioinformatics. This technique presents gene 
expression data in a different environment in the same 
organism, or a different expression of the same gene 
for different organism. In addition, it can investigate 
thousands of genes simultaneously. 

The microarray data presently consists of a small 
and high dimensional data. It is very complex and 
difficult to analyze. There are many methods to 
analyze such data – clustering, classification and 
feature selection [1]. 

Clustering technique is an unsupervised learning 
method. It is usually used to discover some novel 
knowledge from data, while a classification task is a 
supervised method that is used to predict any unseen 
data. Feature selection is a technique used to improve 
the performance of both clustering and classification 
task, especially the classification accuracy. 

Recently, cancer classification is a major challenge 
in microarray data analysis. Many researchers use 
microarray technique to specify and identify cancer [2-
9]. As a result, there are large volume of data, and 
many researchers using these data for classification 
and clustering automatically with many learning 
algorithms. Such researches aim to improve 
effectiveness of the model derived from learning 
algorithms [10-14]. 

One difficulty in analyzing microarray data is that it 
has high-dimension. Any learning algorithm that deals 
with high dimensional data will consume a large 
computational resource. Also, performance and 
efficiency of the model may be decreased due to noise 
in data.  To alleviate these problems, dimension of data 
should be reduced by feature selection. There are many 
researches that study feature selection methods [15-
20]. Such methods aim to rank features by some 
scoring metric or finding subset of features with 

respect to classifiers.  However, features (genes) 
selected by scoring metrics may contain set of 
redundant features. 
 
2. Research Questions 
 

To improve the accuracy of prediction, this work 
proposed a method that select informative features, and 
maximize an effective model for a classifier. The 
feature selection step composed of two steps: K-Means 
clustering algorithm and SNR ranking of features to 
select informative gene for the classifier. 

 
 

3. Research Method and Evidence 
 

Eight data sets of cancer microarray data from Bio-
medical Data Analysis web site [21] were used to test 
the proposed method. The details of each data set are 
shown in TABLE I. The classifier used in this work 
was Genetic Programming Classifier (GPC) introduced 
in [14]. The features of data were clustered by K-
Means clustering [22] and ranked by SNR method. 
The best score feature in each cluster was then 
selected. After that, the data with these features were 
tested by the GPC. The overall process is shown in 
Figure 1. 

SNR (Signal-to-Noise Ratio) is a statistical method 
that measures effectiveness of feature in identifying a 
class out of another class. The signal-to-noise ratio is 
defined as follows:    
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where µ1 and µ2 denote the mean expression level 
for the samples in class 1 and class 2 respectively. σ1 

and σ2 denote the standard deviation for the samples in 
each class. 



To evaluate the performance of a classifier, we used 
a method known as round robin or leave – one – out 
method [23]. There are N records of data, N-1 records 
are used as training set and one record is used as a test. 
We exchange a test data through N records and 
evaluate an equation in terms of its accuracy defined as 
follows: 
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where N is the total number of tested cases, TP is a 
total number of affected subjects correctly classified, 
TN is a total number of normal subjects correctly 
classified, and TP+TN is the total number of subjects 
correctly classified. 
 

TABLE I. 
THE DETAILS OF DATA SET 

Data Set No. of Gene No. of Instance (Class) 
Leukemia 7,129 38 (27 ALLs, 11 AMLs) 
Breast Cancer 24,481 78 (34 relapses, 44 non-

relapses) 
Central Nervous 
System Embryonal 
Tumors: CNS 

7,129 60 (21 survivors, 39 failures) 

Colon Cancer 2,000 62 (40 cancers, 22 normals) 
Ovarian Cancer 15,154 253 (162 cancers, 91 

normals) 
Prostate Cancer 12,600 102 (52 cancers, 50 normal) 
Lung Cancer 12,533 32 (16 MPMs, 16 ADCAs) 
Lymphoma 4,026 47 (24 GCBs, 23 ACBs) 
 
 

 
Figure 1: The overall process of the experiment 

4. Outcome 
 

In this paper, we applied SNR method with the best 
30 features to all data sets described in TABLE I.  The 
accuracy from three methods is compared: all genes, 
SNR and the proposed method (Clus). The result is 
reported from the average of 10 runs (using leave-one-
out method, the total number of experiment in each 
data set is 10 multiply by the number of instance of the 
data set). The results are shown in Figure 2. (In this 
experiment, 30 clusters (K = 30) were used.)  

The result shows that in some data set the SNR 
yields poorer performance against all genes such as 
Colon, Breast and Lung data set (see Figure 2 
comparing between black and white bars). It indicates 
that using SNR method alone is inadequate. 

By using K-Means clustering in conjunction with 
feature selection, genes expressing similarly are 
grouped together into the same cluster. After we 
applied SNR and selected a gene with the best SNR 
score in each cluster, we assure that selected genes 
have no redundant features. Therefore, a learning 
algorithm like GPC can use these features to obtain 
better performance than using all genes. For some data 
set such as Leukemia, Colon, Breast and Lung data set, 
the method proposed achieved the best performance.  

 

 
Figure 2: Comparing of GPC performance with SNR 
feature selection, all genes and the proposed method 

(Clus) 
 

 We compare the experimental results (Clus) 
with many feature selections and classifiers reported in 
[12-13] in 3 data sets (TABLE II).  The feature 
selection methods are Pearson’s and Spearman’s 
correlation coefficients (PC, SC), Euclidean distance 
(ED), cosine coefficient (CC), information gain (IG), 
mutual information (MI) and signal to noise ratio 
(SNR). The classifiers are Multi-layer perceptron 
(MLP), k-nearest neighbour (KNN), support vector 
machine (SVM) and structure adaptive self–organizing 
map (SASOM). 

(2) 



 In TABLE II, the values with highlight are better 
than our method. The comparison shows that most 
combination of feature selection and classifiers are 
good at only one or two data sets. Only k-nearest 
neighbour method using Pearson’s coefficient 
correlation as the similarity measure (KNN Pearson) 
and using the information gain (IG) as feature selection 
shows better result than our method in all three data 
sets.  This shows the promise of our proposal in 
selecting informative genes. 
  

TABLE II. 
Comparison of the accuracy of the proposed method 
with other methods. The value with highlight is better 
than our method. 

Data Set Classifier Feature 
Selection Leukemia Colon Lymphoma 

PC 97.1 74.2 64.0 
SC 82.4 58.1 60.0 
ED 91.2 67.8 56.0 
CC 94.1 83.9 68.0 
IG 97.1 71.0 92.0 
MI 58.8 71.0 72.0 

MLP 

SN 76.5 64.5 76.0 
PC 76.5 74.2 48.0 
SC 61.8 45.2 68.0 
ED 73.5 67.6 52.0 
CC 88.2 64.5 52.0 
IG 91.2 71.0 84.0 
MI 58.8 71.0 64.0 

SASOM 

SN 67.7 45.2 76.0 
PC 79.4 64.5 56.0 
SC 58.8 64.5 44.0 
ED 70.6 64.5 56.0 
CC 85.3 64.5 56.0 
IG 97.1 71.0 92.0 
MI 58.8 71.0 64.0 

SVM 
(linear) 

SN 58.8 64.5 72.0 
PC 79.4 64.5 60.0 
SC 58.8 64.5 44.0 
ED 70.6 64.5 56.0 
CC 85.3 64.5 56.0 
IG 97.1 71.0 92.0 
MI 58.8 71.0 64.0 

SVM 
(RBF) 

SN 58.8 64.5 76.0 
PC 97.1 71.0 60.0 
SC 76.5 61.3 60.0 
ED 85.3 83.9 56.0 
CC 91.2 80.7 60.0 
IG 94.1 74.2 92.0 
MI 73.5 74.2 80.0 

KNN 
(Cosine) 

SN 73.5 64.5 76.0 
PC 94.1 77.4 76.0 
SC 82.4 67.7 60.0 
ED 82.4 83.9 68.0 
CC 94.1 80.7 72.0 
IG 97.1 80.7 92.0 
MI 73.5 80.7 64.0 

KNN 
(Pearson) 

SN 73.5 71.0 80.0 
Our Method 
(GPC+Clus) 90.3 79.8 88.5 
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