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Abstract

This work describes how to program robots to work reliably in the presence of uncertainty. Some architectural principles are proposed which address the problem of decomposing robotic assembly tasks into modular units. These modular units are called behavioural modules. The problem of uncertainty is dealt with by encapsulating sensing and variation-reducing strategies inside these modules. This architecture also provides a framework to integrate sensors into a robotic assembly system. Experiments are performed with a working robotic assembly system using vision-based behavioural modules to demonstrate the validity of this approach.

1: Introduction

Reliable assembly with a robot must meet the challenge of dealing with the problem of uncertainty in the real world. Today's assembly robot systems cannot cope with uncertainty nor handle sensing adequately and are in general hard to program. Inevitably, there are variations in the shape and position of the parts. Programming a sequence of robot motions to achieve a task has to take into account these uncertainties. One way to reduce the uncertainty is to use sensors. To get good results the environment and sensors need to be set up carefully and precisely calibrated. The current generation of industrial robots are primarily position controlled devices and therefore sensing systems such as force sensing or visual sensing are still difficult to be integrated into a robotic assembly system.

2: Classical approach to robot programming

Past researches have focus on programming a robot at a high level of description so called task-level such as put peg1 in hole3, move top-plate4 to mate with subassembly9. From this task level specification the system analyses and generates the sequence of robot motions automatically. To achieve task-level programming, the past researches have focused on the study of supporting functions. These functions are, for example, grasp selection, collision-free trajectory planning, motion planning, error detection and recovery [16]. The emphasis is on the modelling of geometrical characteristics of objects and the planning system.

The classical approach to robot programming systems as typified by RAPT [19], TWAIN [16], HANDEY [17] and SPAR [13], can be characterised as based on the geometry of the objects, relying extensively on the exact knowledge of this geometry to generate robot motions. Because robot motions are based on planned motions, the uncertainty in the real world is accommodated by sensing and updating the world model. The problem then lies in the quality of the sensing and how accurately the world model reflects the real world.

The method in the classical approach assumes the world to be perfect, then the uncertainty in the geometry of the parts and their locations are added in and are analysed to determine whether sensing is necessary to reduce uncertainty to an acceptable level. This makes it necessary to do the uncertainty analysis after a plan or partial plan has been created. The results of this analysis are then used to correct or modify the initial plan [2][13]. This cycle of plan, analysis, and modification is repeated until the analysis uncovers no further problems. This makes the production of each robot program a large task since the problem of uncertainty plagues all aspects of a program. Also it is difficult to predict all the necessary facts from the robot internal theory and representation to plan for the corrective motions.
3: Behavioural modules

The problem of the classical approach stems from its decomposition of an assembly system. The classical approach decomposes an assembly system into functional modules which are controlled by a central system, with perceptual modules as inputs and action modules as outputs. This work argued that this decomposition is not correct. Instead, it should be broken into many task-achieving units, where the task is some useful accomplishment in the assembly world in question - such as acquiring a part. This is similar to Brooks' argument [3][4] in his mobile robot research in which he proposed the subsumption architecture.

Each task-achieving unit can be individually connected sensing to action to achieve a sufficiently fast reaction time to cope with the change in the real world. Each unit pursues its specific goal but cooperate with other units to achieve the desired goal. The units may work in parallel and interact with each other. This enable a system to be more robust by using more than one unit for a given situation. Rather than rely on a centralised world model, the individual unit concentrates on those aspects of the world that are directly relevant to it, i.e. it uses a minimal distributed world model rather than a centralised world model. These task-achieving units are called behavioural modules.

The different between this approach and the classical approach is that our planner relies on the execution system to cope with uncertainty. As a consequence it is able to plan in an ideal world, unlike the classical systems which plan from task-level specifications and synthesise sensing and motion strategies down to the robot motion level. From this ideal world plan the execution system carried out the task in the real world using behavioural modules. Behavioural modules are designed, implemented and tested in the real world to perform their tasks reliably. They can be guaranteed to perform their tasks within a certain range of uncertainty.

Behavioural modules facilitate the use of sensors to cope with uncertainties. They abstract away some of the uncertainty management from the user of a robot. This is achieved by hiding the specifics of the use of sensors as much as possible from the planner and by avoiding explicit reasoning about uncertainty. The planner therefore deals with an ideal world in which the robot carries out its operations reliably. This leaves the planner to deal with the problem of reasoning about the ordering of the assembly and other high level assembly strategies rather than concerning itself with the actual details of robot motions in the assembly cell.

The decomposition of a task into behavioural modules should be based on the principles that:

1. There is no reliance on a central model of the world for combining sensing and action.
2. Sensing and action should be tightly coupled within the module.
3. It is preferable to pass control via perception of the world rather than by passing parameters.

By avoiding a centralised world model, the problem of updating the world model by sensing in the classical approach is avoided. By a tight coupling of sensing and action, a fast reactive system can be realised. By passing control via perception, the need for an intermediate representation of the state of the world is lessen, in other words the world itself can be used as its own representation. (the argument about representation in this sense can be founded in [5])

4: Vision-based behavioural modules

The type of vision sensing that is used in the systems that employ a world model requires accurate calibration to establish the mapping between the sensor's field of view and a common coordinate system [12,14,20,11,1]. This type of vision system cannot easily cope with changes in camera parameters, such as changing the position of the camera or changing the view point, zoom, etc. There are some uncalibrated vision systems that can avoid problems normally associated with static cameras. One system [6] is a self-uncalibrated system that exploits the motion of the observer to derive some useful parameters for the purpose of accomplishing the task in hand. The method of visual servo control exists that uses image features (i.e. image areas and centroids) as feedback control signals, eliminates a complex interpretation of image features to derive world coordinates [21].

Based on this background, we design and implement vision-based behavioural modules. The goal is to use them for robotic assembly tasks such as acquiring parts or mating parts. Our principle is to try and replace, as far as is possible, calculations by sensing. This equates to preferring perception over representation. Several
techniques are used that contribute to this end. Frequent vision sensing, for example, allows motions in the world to be viewed as linear approximations, and only short term predictions of motion need be made for following a moving target. The tracking algorithm adopted is similar to that used by others [15] [7]. The system is purposefully made as calibration free as possible. Relative quantities are used and self-calibration is done while carrying out assembly tasks. This approach is possible because adequate sensing allows self-calibration. The camera position need not be known. The system does not rely on explicit models of the objects nor does each assembly agent need to know about the other(s). The realisation of vision-based behavioural modules will be explained in the next section.

5: Experiments

We have done three experiments to demonstrate the concept of of behavioural modules. In the first experiment we integrated visual sensing into a robotic assembly system. The experiment is based on an existing system SOMASS (Soma Assembly System) [18], which originally did not use sensors, but whose architecture was designed to facilitate their incorporation. The task of acquiring a part is implemented using a vision-based behavioural module [8]. (fig.1)

Figure 1: The SOMASS system with vision sensing

The SOMASS system is a complete and integrated planning and execution system which performs the assembly of Soma shapes. Given the desired final shape of an assembly, the system plans the sequence of operations that will put the component parts together. SOMASS is divided into two parts: the symbolic planner system and the execution system. The symbolic planner uses an abstract representation of the task and is not concerned with the details of the real world. It generates plans (fig.2 is a part of a plan) which are then carried out by the execution system. The execution system deals with variations and uncertainty in the location and dimensions of the parts.

Figure 2: A plan generated from an automatic planner

The main behavioural modules in the system are: reach, zget, zmanip and zput. The execution of the highest level behavioural modules is sequencial most of the time, i.e. doing the task step by step according to the plan. But inside a module there are several submodules that run simultaneously. The reach module moves the robot hand to the part using a self-calibrating vision. The zget module then is used to pick up the part from that location. The zmanip module performs a regrasp operation to change the orientation of the part (when necessary) and the zput module puts down the part into the final assembly.

Figure 3: Hierarchical structure of behavioural modules
The reach module will be examined in more details. The reach module is composed of several submodules (fig.3). The meeting module moves the hand and the mobile camera to a meeting place where the visual tracking can start. The head-follow-hand-to module moves the hand while keeping the mobile camera tracking it until the hand reach a location near a part. The findpart module looks underneath the hand to find the part. The hand-approach module moves the hand until it is directly above the part using visual-servo method (see [8] for details). At the termination of reach, the hand is in the position to pick up the part using the zget module.

The communication between these modules is through the world. The head-follow-hand-to module uses the hand to lead the mobile camera to the part without passing any location parameters to the vision system. The camera stops at the right place where the vision system can detect the part. This enables the vision system to work without having to know the location of the part as a priori. Most of the time the part itself is used to communicate between modules without using any common coordinate system. For example, the zget module picks up the part at the point where the reach module left the hand. The tight coupling between the sensing and action in the head-follow module (sensing the hand motion and moving the camera) and in the hand-approach module (sensing the hand distance from the part and moving the hand) eliminates the need for a precise calibration between the camera and the robot hand.

The second experiment [10] extended the result from the first one. The limitation of the single camera system in the previous experiment is that the sensing gives only two-dimensional data, therefore in order to resolve depth ambiguity along the line of sight some a priori knowledge must be available. This experiment introduces the second camera and does not require that knowledge (fig.4). This two camera system in self-calibrated (the camera positions need not to be known). We developed an approximation of Jacobian that relates the motion of the hand in the images to the commanded motion. A simple task of stacking blocks is demonstrated. The result showed that the task was performed reliably and the accuracy of the system did not depend on knowing the kinematics of the robot.

The third experiment [9] added mobility to the two camera system. This enables it to change its view.

This increases the range of assembly tasks that can be performed using visual sensing. Additional behavioural modules are designed to move the camera head around the object of interest without calibration between the position of the camera head and the object. A camera keeps its fixation point on a target in the image while moving the camera head. This experiment demonstrates the use of a mobile camera head to find good views that are suitable for assembly operations. Visual feedback is also used to perform a part-mating operation which requires a close range visual sensing (fig.5). The result showed that moving cameras to change view points can be achieved without calibration, thus preserving the no centralised world model principle.

6: Conclusion

How to program robots to work reliably in the presence of uncertainty?

This work suggests the use of a competent execution system to deal with the inevitable uncertainty of the real world. This has a profound effect on the architecture of robotic systems. The sensing operations are embedded in the run-time system, which allows the programming (or task planning) to be carried out in an ideal world. This work proposes the criteria for decomposing a task into modular units which are called behavioural modules. Behavioural modules are task-achieving units. Programming a robot in terms of behavioural modules leads naturally to task-level programs. Experiments show that behavioural modules can encapsulate the essential information about the world and communicate without relying on a centralised world model and without a global coordinate system. The tight coupling of the sensing and action inside individual modules is an important idea in coping with the uncertainty of the real world. Sensors and other manipulation strategy to reduce uncertainty can be used without putting the burden on to the user.
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