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Chapter |
Introduction

1.1 Statement of the problems

We live in a world full of information. Every second, we receive gigantic data
via our notebook, mobile phone, and social network. Sometimes we call this
phenomenon that information overload and we cannot memorize all information
which is received so we will try to choose the information for remembering. The key
to success is the firm need to gain a 360-degree view of customers which include their
daily life and changes that occur during their lifetimes for offering the right product to
the right person at the right time. (Philip Kotler, 2012)

Seth Godin said that “You don't find customers for your products. You find
products for your customers.” this quote remind us that the firm needs to produce
and offer products or services which deliver the value to customers and to do that
the firm must know them. Financial products are products and services provided by
financial firms to customers such as deposit products, debt instruments, funds,
equities, stocks, and derivatives, etc. Which each customer have his attitude toward
risk, and each product has a different level of risk, such as the fund type which can be

divided into eight levels of risk according to Table 1.

Table 1 Type of funds and risk level.

Type of investor Risk level
Low risk 1 Domestic money market fund
2 International money market fund
Low to moderate risk 3 Bond fund
al Debenture fund
Moderate to high risk 5 Mixed fund
6 Equity fund
High risk
7 Sector fund
Very high risk 8 Alternative fund
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With the different risks of each financial product and the attitude toward risk
or risk attitudes of each customer affects their decision to choose the firm's financial
products and services. Therefore, if the firm can know the attitude towards the risk of
each customer, it will be able to develop the service and commercial products,
including campaigns and valid promotion to each customer in line with the attitude

towards risk of target customers.

Generally, in finance and economics, there are three types of attitudes towards
risk:
1. risk aversion
2. risk neutral

3. risk seeking

To be aware of the risk attitude of the customer, the firm can do so by doing
the questionnaire about attitude to investment risk by customers when they purchase
investment products from the firm. Therefore, it is possible to evaluate the risk attitude
only when the customer comes and purchases the investment product from the firm.
While if customers do not have a history of buying investment products from the firm,
they will not be able to evaluate the risk attitude of such customers at all. Another
disadvantage of this approach is the bias of customers when they do questionnaires
for self-assessment; thus, the result from this approach may not reflect real risk
attitude of customers. Using customer behavior can handle these issues with this
approach the firm can specific or classified their customers' risk attitude from their act
which frees from customers' bias and can use customer behavior of historical to specify

the risk attitude of the new customer who never does the questionnaire.

Due to many factors of consumer behavior, machine learning is used to classify
risk attitudes and specify features or consumer behavior that affects the risk attitude.
With this method, the firm can classify customers according to the level of risk attitude
and specify it although they never purchase any financial products from the firm and
can introduce products and services according to consumers' risk attitudes which
reflect from their behaviors. The machine learning method with ensemble such as

random forest or boosting such gradient boosting and XGBoost can be used for this
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problem. They can classify customer into each risk attitude due to their behavior
information, and at the same time, they can identify important features that effect to
the classification of customer. Machine learning methods require positive and negative
training data. For the result to be accurate, both type of data should be balanced,
that is, they are approximately equal in the number of data. However data in the real
world can be imbalance so to select the method and create a model which has the
best performance for the problem it necessary to address data imbalance problem.
The resampling technique is one way to solve this problem which we will perform the
experiment to find the best resampling technique and that is suitable for the model

to give the best performance in the classification task.

1.2 Objective
To study and present machine learning method to create a model for classify
and identify patterns from consumer behavior to specify customers' risk attitude and

find factors that have a significant impact on it.

1.3 Scope of study
1.3.1 Data which use in this research comprise 500 features.
1.3.2 Dividing the risk attitude into eight levels with risk levels ranging from one
to eight, where one is the lowest level of the risk attitude (risk aversion) and

eight is the level of the highest risk attitude (risk seeking).

1.4 Expected or anticipated benefit gain
1.4.1 Get an effective and productive model in identifying risk attitudes by using
consumer behavior for the firm can offer or design financial products and
services which respond to the target consumer precisely and correctly.
1.4.2 The result reflects the characteristics of consumer behavior, which is an
important factor affecting the risk attitude.
1.4.3 Apply knowledge and principles from modeling adapt to other business

operations.

1.5 Research methodology

1.5.1 Study related documents and research.
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1.5.2
1.53

1.5.4

1.5.5

1.5.6

1.5.7

1.5.8
1.59

Data exploratory analysis.

Study the machine learning processes to create models for classifying risk
attitudes by using consumer behavior.

Design the experimental process and measurements to evaluate the
efficiency and effectiveness of the model.

Develop the machine learning process and create models for use in
classifying risk attitudes towards by using consumer behavior.

Evaluate the model of classification using consumer behavior and collecting
data from the test.

Conclusions.

Compiled and prepared academic articles.

Compilation and dissertation.
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Chapter |l
Literature Review

2.1 Related theories

2.1.1 Machine learning

Machine learning is the science and art of writing programs for computers to
be able to learn from the information. Arthur Lee Samuel, an American computer
scientist, has given the machine learning definitions that machine learning is subjects
that make computers capable of learning without having to write additional programs.
Tom Michael Mitchell, an American computer scientist, has given another definition of
machine learning in an engineering perspective that it is computer programs that can
learn from experiences which relevance to mission. For example, a task such as filtering
electronic spam, machine learning will have a mission to identify spam when new
electronic mail arrives. The information in the past that has been identified as
electronic mail as spam or not is used as training data. The performance measurement
will be defined as the accuracy of classification result. Machine learning can be

categorized into four main categories:

1. Supervised learning is a learning process which the training data that will be
used in the modeling process has a feature which tells the class label value.
The model uses such features in learning patterns to classify information in
the future. Examples of learning that use supervised leamning such as
classification, prediction, and regression.

2. Unsupervised learning is a method that Training data, which is used to create
models, does not have a feature that tells the sample type value. Therefore
it cannot determine which data values in each row are classified or how
many groups are there. Modeling of such learning method will use the
features which exist in the sample data to identify the patterns of each group
and assign the group identity to the data. With this method, the model divide
data into groups. Examples unsupervised learning are clustering and learning

to find association rules.
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3.

Semi-supervised learning uses the characteristics of the data set that has the
mix of both known and unknown type information in the same data set.
This method use the supervised learning and unsupervised learning together
by using unsupervised learning to specify the type of sample value for the
data, which is not specified. After using unsupervised learning, every row of
data has been specified, supervised learning method will be used to
specifying the type of the rest of sample.

Reinforcement learning is a learning method that has an agent which can
observe the environment and then select and perform actions that will get
a reward in the event that the action is correct but if the action which agent
chooses is incorrect, it will receive a penalty. So, the agent will try to take

action which give the most reward to it.

2.1.2 Decision tree (lan H. Witten, 2011)

The decision tree is a machine learning process which is supervised. It aims to

classify data into classes by using features of data. The decision tree consists of the

following structure.

The internal node is a feature of data which used to divide data.

The root node is the internal node which is the beginning of the decision
tree.

The leaf node is the result or class from using decision trees for data
classification.

The branch is the possible value of the characteristics of the internal node
and the number of branches is equal to the number of attributes of the

internal node
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root node
branch branch
leaf node internal node
branch | branch
leaf node leaf node

Figure 1 Components of the Decision Tree.

In practice, the nodes in the decision tree are created by using greedy search
and top-down approach. The decision trees are created by starting with choosing the
best feature to use as a root node. Then the data is divided by the root node. The
next step is to find the best features to split the data further until when the data is
fully classified, or the amount of data in one branch is less than the predefined. There
are three popular algorithms, namely ID3 (lterative Dichotomiser), C4.5 and CART
(Classification and Regression Trees). All three algorithms have different methods to

choose a feature or attribute selection to be used in the creation of trees.

A. Gini Criteria

Gini Criteria is a selection process for features that will be used to split the data
in the decision tree by using the Gini index or Gini coefficient as a measure. The Gini
index as a statistical measure for the distribution of information commonly used to
indicate the Inequality of income distribution. Corrado Gini invented the Gini index. If
the Gini index is high, it shows the inequality of high distribution of income or data is

very distributed. Formula to calculate the Gini index shown below.
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m

Gini(D) = 1- 2 P’

=1
Gini (D) = Gini value of data D

p; = probability that data of D is in class i

m = the total number of classes

In the case of data samples, D is binary split with feature A. D is divided into

D1 and D2. Gini index values from splitting D data by feature A will be

G|n|A(D) || || G|n|(D1)+ || || G|n|(D2)

Gini, (D) = Gini value after dividing D with feature A

| D | = data size before splitting

| D; | = the size of the data that is divided into class 1

| D, | = The size of the data that is divided into class 2
Gini (D;) = Gini value of data that is divided into class 1

Gini (D,) = Gini value of data that is divided into class 2

Find impurity value or Gini value that change from using the feature A split data

AGini(A)=Gini(D)- Gini, (D)
AGini(A) = Gini values that have been changed after splitting data D with
feature A
Gini (D) = Gini value of data D
Gini, (D) = Gini value after splitting D data with feature A

The feature that makes the most change value of impurity values or has
the least Gini index value will be selected is a feature that will be used to split the
data in the decision tree. The feature selection process using the Gini index is the

process which applies in the CART algorithm.
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B. Gain value
Gain is a feature selection process used in the ID3 algorithm. It is based on the
information theory of Claude Shannon by using information value of data, the entropy

of data and probability.

m
Info() = - z P, og, ()
=1
info (D) = Information value of data D
p; = probability that data of D is in class i

m = the total number of classes

Using log2 to find out how many bits to use for encoding information when

using the feature A to split data D.

\%
|Dj
Info, (D)= ol XInfo(Dy)
1

Infos (D) = Information value from splitting data D with feature A
| D; | = size of data that is splitted into class j

| D | = data size

Info (D) = Information value of data that is splitted into class j

v = the total number of classes

The gain is the value of information values that change after using the feature

A in splitting data D are calculated from
Gain (A)= Info(D) - Info, (D)
Gain (A) = gain from using feature A for splitting data D

Info (D) = Information value of data D

Info, (D) = Information value from splitting data D with feature A

The feature which gives the highest gain value will be selected for split data in

the decision tree.
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C. Gain ratio

The problem of using information gain in selecting the features to split the data
in the decision tree is the bias to select features that have many possible values, such
as the identification number of employee. The result is that data in each class or node
after splitting will consist of one sample. This result will give the information gain the
highest value because of pi is one that makes log2 (p) is zero. So, the algorithm will
choose this feature as the feature for split data in the decision tree, which is not useful
for classification at all.

In order to resolve the bias, the C4.5 algorithm uses the gain ratio process to
select features that will be used to split the data by finding a gain ratio and use

standardization (normalization) with split information.

\%
. |Dj |D;
Splitinfo, (D) =- m X logz(m
-1

Splitinfo, (D) = split information value from splitting data D with feature A
| D | = data size D
| D; | = the size of the data that is splited into class j

v = the total number of classes
And normalize the information gain with split information.

Gain (A)
Splitinfo, (D)

GainRatioA) =

GainRatio (A) = the gain ratio from splitting data D with feature A
Gain (A) = value of information gain of feature A
SplitinfoA (D) = split information value from splitting data D with feature A

With this process, the features that have many possible values will increase the
value of split information which results in a decrease in the gain ratio. The feature with

the highest gain ratio will be selected as the splitter in the decision tree.
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2.1.3 Ensemble Model ("Ensemble methods ", 2018; Geron, 2017)

The ensemble is a learning method that uses multiple learning models
together. In classification, we called these learning models which are used in the
ensemble model base classifiers. The ensemble receives a class prediction or
classification from each base classifier and use a majority vote to choose the answer.
With this method, the mistake from some base classifier will not affect the classification

as long as the majority of base classifier can still classify correctly.

The ensemble method works well when the base classifiers have diversity or
each base classifiers have less correlation to each other. Because of using non-diversity
base classifiers will have the same or resemble algorithm and structure that will give
a tendency to predict the same result in classification. Therefore the result will not be

different from using only one classifier.

Ensemble's prediction

-© O

Classifiers Classifiers Classifiers

f f

@ .

Input Data

Figure 2 Bagging method

The way to increase the diversity of base classifiers are:

1. Base classifiers must have different algorithm from each other. For example,
In one Ensemble model may be consist of base classifiers which use

algorithm SVM, Logistic Regression, and Random Forest works together.
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2. Using different training data by using the bootstrap aggregation (bagging)

process.

2.1.4 Random Forest

Random Forest is an algorithm for the learning of ensemble which is based on
decision trees. Because the decision tree has difficulty when working with anomalies
data. Such anomalies dominate classification with decision trees and caused overfitting.
To resolve this limitation, Random Forest using the average method for numerical
classes and the majority voting for categorical classes. Also, data which is used as
training data in each decision tree in Random Forest will be randomly drawn from all
data or each decision tree in Random Forest will use different data to create. With this

way, Random Forest can solve dominant from anomalies data.

A. Bootstrapping

Bootstrapping is a technique which uses to random the new data set and still,
maintains the size of the new data set equal to the size of the original data by using
the random sample with replacement. Such as a set of original data consisting of (‘A
‘B, 'C', 'D', 'E') which size is five, in bootstrapping to create a decision tree will use the
random sample with replacement from original data five times. Therefore, the
information that will be used may be (‘B’, ’B’, 'D’, ’C’, ’C’). In this way, each decision

tree in Random Forest is created by different data but have the same size.

With this process, the base classifier will have diversity and when combined
with the majority vote in classification, the influence of anomalies data that dominates

classifications has decreased.

B. Criteria Selection

In the algorithm to create the decision tree, the features selection will be
used to split data to each node in the decision tree will choose the feature which
gives the highest gain value. So, if in the decision tree creation in Random Forest, each
decision tree uses all feature or all of decision tree use the same features. It means

that all decision tree in Random Forest will have the same structure.
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In order to avoid this problem, Random Forest uses random selection some
features for use them to create each decision tree to prevent the creation of all
decision tree from the same features. So, each decision tree of Random Forest will

have a different structure from each other.

C. Out Of Bag Errors

In creating a machine learning model, the data will be divided into two parts:
training data and test data. After training the machine learning algorithms with training
data. Test data will be used to measure the performance of the model. This process

is the cross-validation process

In the case of small data affect the cross-validation process. Since the process
must divide data into two parts this makes data after divide too little to use for train

or test model effectively.

Random Forest uses the bootstrapping method to generate data for each
decision tree randomly. From this method, there will be some data which is not
selected called these data that out of bags of decision tree creation and Random
Forest use these data as the test data of that decision tree and collect the error from
each decision tree of Random Forest. The result of average the error is out of bag
errors which are used as indicators for the performance of Random Forest by if the
value of out of bag errors increase it means that the performance of Random Forest

decrease.

D.  Importance Feature

One random forest capability is to be able to determine which features are
important features of the data. It finds important features by using the gain value, with

the following steps
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Split on A

Number of data = 10

Spliton B

Number of data =6

Number of data =1

Spliton C

Number of data = 4

3

Spliton B
Number of data = 3

Figure 3 The Decision Tree

From the figure, within the decision tree, there are 10 records, and the feature

which will be used to split data 3 features, namely A, B, and C, with the decision tree

splitting all data 4 times. Calculating the value of features importance are as follows.

Table 2 Importance value calculation

Times Of Size Of Data Gain Importance Value
Feature
splitting (1) (2) (1) X (2
1 10 A 0.26 2.6
2 6 B 0.4 24
3 4 C 0.3 1.2
4 3 B 0.1 0.3

Find that feature B is used to split the data twice. So, we will sum the

importance value of feature B. Therefore, the importance value of feature B is 2.7.

After that, we will normalize the importance value of each feature with the sum of

importance value of all feature in the decision tree.
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Table 3 Normalization importance value calculation

Importance Value After
Feature Importance Value
normalization
A 2.6 0.4
B 2.4 0.42
C 1.2 0.18

From the above table, it can be determined that feature B is an important
feature for splitting data rather than other features and to find the value of the
important feature of Random Forest we use the average value of the important

features of all features within every decision tree in the random forest.

2.1.5 Boosting

@—» Weak classifier . weight adjusted data
—~———
Training data
Weak classifier > weight adjusted data
—
Weak classifier | Strong classifier

Figure 4 Boosting method

Boosting or hypothesis boosting is another ensemble method which combines
several weak learners into a strong learner. The concept of this method is to train
classifier or predictor sequentially and each classifier or predictor try to correct its
predecessor. A classifier must pay a bit more attention to the data which underfit by
a predecessor. Adaboost (Adaptive Boosting) uses this approach as follow, the first
base classifier is trained and after this step weight of data which is misclassified will be
adjusted or the weight get a boost and then the second base classifier will use this

data as the training set and so on. The equation of Adaboost is shown below.
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F(x) =« fi(x) + o £,(x) + -+ + o, £,(%)

F(x) = a strong classifier
f(x) = a weak classifier

O = weight

Another popular Boosting algorithm is Gradient Boosting. It is different from
Adaboost because it does not adjust the weight of misclassified data but it tries to fit
the new classifier by using the residual errors made by a predecessor or calculate the
gradients in the loss function from the predecessor. The Gradient Boosting use gradient

descent to minimize loss when adding new weak learner into the model.

| <

Fo |

g =

Fz |

Ay
Fi ] /D

Fz | M>_

Figure 5 Gradient descent process

Figure 5 shows the learning process of Gradient Boosting by use error from
predecessor weak learner to create better learner from the last learner and we can

describe this process in the form of an equation as below.

Fm(X) = Fm—l(X) + nAn(X)

m = stage or the sequence of weak learner

Fin (X) = prediction of weak learner number m

Fn1 (X) = prediction of weak learner number m - 1
N = learning rate

A(X) = the function to measure the quality of a split
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The parameter N is the learning rate. It has a strong relationship with the
number of the weak learner in Boosting. If we set small N it means that we need more
iteration or the number of the weak learner in the sequence of learning. This technique
is the regularization technique that makes the model more general. We called this

technique shrinkage.

2.1.7 Bias and variance (NG, 2019)

Bias and variance are significant sources of error in machine learning. To
improve model performance, it necessary to understand them. The bias is an error
rate when the algorithm does on the training set, while variance is an error rate when
the algorithm does on the test data. So, from their definition, we can use them to
specify procreation of overfitting and underfitting. When we found that result from the
algorithm has high variance and low bias. It means that this algorithm works well on
training data but fail to generalize to the test data that indicate that this model is
overfitting whereas if the result has low variance and high bias this means that this
algorithm works better on test data than training data. In this situation, we can specify
that this model is underfitting. In case of low bias and low variance is the ideal situation,
it means that the algorithm works well on both training data and test data or it has an

excellent performance.

Bias consists of two components : avoidable and unavoidable bias.
Unavoidable bias or optimal error rate also called Bayes error rate. It means the lowest
possible error rate for any classifier. So it means that we cannot improve this type of

bias, but in case we found high avoidable, we can improve by these approaches.

1. Increase the size of the model, such as adding layers or neurons in the
neural network, although this approach can reduce bias, it is the cause of
the increasing variance lead to overfitting problem because the model tries
to fit training data. So, we must use regularization, which eliminates the
increasing of the variance along with this approach.

2. Add more features which help algorithm eliminate bias like the first

approach with this approach we can eliminate the bias, but it increases
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variant. So regularization should be used when we found that adding more
features lead to overfitting problem.

3. Add more features which help algorithm eliminate bias like the first
approach. With this approach we can eliminate the bias, but it increases
variance. So regularization should be used when we found that adding more
features lead to overfitting problem.

4. Reduce or eliminate regularization. With this approach, we can reduce bias
but increase variance simultaneously.

5. Modify model architecture. This makes the model appropriate for the
problem.

6. Add more training data. This approach might help reduce variance more than

the effect on bias.

Whereas, if we found that the model gets a high variance, we can use

approaches below to eliminate it.

1. Add more training data. It is the easiest but reliable way — cons of this
approach is that it affects computational power to process data.

2. Add regularization (L2 regularization, L1 regularization, dropout). Though this
approach can reduce the variance, it is the cause of bias increase.

3. Feature selection or decrease number of feature. This approach might help
decrease variance, but it increases bias at the same time.

4. Decrease the model size. This approach decreases the model complexity,
and it affects to decrease variance, but when model complexity decrease,

it means that bias might increase.

Besides, we can use modify or add more feature and use regularization
simultaneously. Modifying model architecture is a great approach because it can

decrease variance and bias at the same time.
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2.1.8 Learning curves

error

Dev error

[ Sy i W e T TR e M e e - Desired performance

Training error

m (training set size)

Fieure 6 (NG, 2019) Learning curve

A learning curve is a graph which plot relation between an error from the model
and the number of the training set. To plot the learning curve, we must run the

algorithm with different training set sizes.

The learning curve above shows that when the training set size increase, the
variance or error from the test set should decrease. Sometimes we can define the
desired error rate that is the target of the learning algorithm to achieve it might be the
human-level performance. if we found that curve from the training set has plateaued,

it means that adding more data will not improve the learning algorithm.

Increasing of training set size means by usually will decrease variance but
increase bias. So, if we plot the error of the training set or bias in the learning curve, it
will increase when the training set size increase. Furthermore, the learning algorithm
usually does better on training data than test data, so the curve of bias often lies

above the curve of variance.

2.1.9 Correlation analysis (Agresti, 2018)

When we want to study the relation between two variables we often create a
scatter diagram and analyze relation from that diagram. In addition, there is a group of
statistics which is used to measure the relation of two variables called correlation

analysis.
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The correlation coefficient is one of correlation analysis originated by Karl
Pearson about 1900. It is a measure of the strength of the linear relationship between
two variables. It describes the strength of the relation between two variables with
Pearson's r. Pearson's r has a value between -1 to 1. A correlation coefficient of -1 or
1 indicates perfect correlation. If a correlation coefficient has negative value, it means
that both variables have negative relation when variable increase another will decrease
and if a correlation coefficient has a positive value means that both variables have
positive relation when variable increase another will increase too. When both variables

are not related to another, the correlation coefficient is 0.

1 0 1
I Y A
Strong Weak Weak Strong
negstive 05 negative positive 05 positive
correlation : correlation correlation ) correlation
Perfe_ct Moderate No Modgrate Perfect
negelxtlt\:'e negative correlation pos:t\\:_e poswlt\\:-e
correlation correlation correlation correlation

Fieure 7 (Lind, 2018) Range of Pearson correlation coefficient

We can compute Pearson's r from standard deviations and mean of variables

as the equation below.

_Sx-RG-)

(n — 1)sysy

n = number of example

= mean of variable x

Y = mean of variable y
s, = standard deviations of variable x

s, = standard deviations of variable y
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2.2 Related works

2.2.1 Large-scale Ensemble Model for Customer Churn Prediction in Search Ads
(Hussain., 2018)

This research presents the use of a gradient boosting decision tree (GBDT),
which is learned by the Ensemble method to predict the cancellation of the service
(churn) platform so that the company who owns the platform knows how to prevent
customers from canceling the service. The company needs to know which features are
essential for deciding to stop using services. Therefore, in the research, therefore,
choose the gradient boosting decision method which can identify and rank the
importance of the feature instead of using deep learning, which can be more

accurately predicted but cannot identify features or factors that affect the decision.

With all 898 features that have been used in the experiment, the features are
categorized into two types: static features such as customer type, customer address
and the budget that will be used in the advertising of customers, etc. and dynamic
features such as the number of times users have clicked on ads, the cost that
customers are collected from the company and the number of times the ad appears
on the platform ads. To avoid class imbalance due to the positive nature of the data,
the number of customer who canceled the service is less than the negative class or
customers who are still using the service. Therefore, resampling the negative class to

reduce the ratio between the data with the positive class and negative classes.

In the performance measurement of the GBDT model in this experiment, they
use the area under curve (AUC) which is calculated from the receiver operating
characteristic curve (ROC). The ROC graph is constructed from true positive rate and
false positive rate. AUC values are precious, reflecting the probability that the model
will give higher accuracy results. After the experiment, using all the features, it was
found that the AUC value was 0.8410 and if only one dynamic feature were used, the

AUC value was 0.8236, and the only fixed feature would be the AUC of 0.8215.

2.2.2 Estimating Customer Lifetime Value Using Machine Learning
This research aims to use machine learning to predict values throughout the

life span of a customer lifetime value and factors affecting the customer lifetime value
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of passengers using airline services with feature more than 300 features. XGBoost
system is a machine learning system that uses the gradient boosting the algorithm,
which is the learning of the Ensemble uniform. There is a decision tree as base

classifiers.

XGBoost is a machine learning system that is scalable can perform multithread

and can work in parallel; therefore, it suitable for working with large amounts of data.

In the experiment, the data of 240,000 passengers was used, and by using
XGBoost, it was able to identify essential features that affect customer lifetime value
and in performance measurement using the root mean square error (RMSE) method.

RMSE value is 13.02934.

2.2.3 Benchmarking sampling techniques for imbalance learning in churn
prediction. (Bing Zhu, 2016)

Because in fact, customers who are canceling the service are tiny compared to
all customers, such as in the telecom business, customers who will cancel the service
are the events that very rare or the number of customers to cancel the service is
different from customers who still use the service very much — resulting in an
imbalance between the number of customers who cancel the use, which is a minority
class and customers who still use the service, which is the majority class. The impact
of unbalanced data usage on learning algorithms for classification will affect to
accuracy and precision of classifying the minority class and may classify all data into

the majority class.

There are many ways to solve the problem which can divide the solution into

two types:

1. Data-level solutions try to solve problems by resampling in data
preprocessing (data-level solutions) before learning to create models.

2. Problem-solving solutions try to solve at the algorithm level (algorithm-level
solutions) by developing new algorithms or improve existing algorithms to

handle unbalanced data.



TT

¢Ly2/99
Iy bes | 8T:Tz 16T 2952,0TT A991 / sisauy 1zozzeozo9 s tsau i no ([T

23

Solving the problem at the algorithm level is necessary to have much
knowledge about the learning algorithm, while data-level solutions do not require such
knowledge which makes it easy to use. Therefore data-level solutions become more
popular and are independent from the classifier, allowing it to be used with a variety
of learning algorithms. In this research compares the use of resampling techniques with

different classifiers for predicting customers to cancel the service.

1. Random oversampling (ROS) is a technique that will randomly select data
which is a minority class to replicate it and added it to the original data. With
this technique, there will be an increase in the number of minority classes
and make the class of data balance. The advantages of this techniques are
that they are easy to use, and easy to understand. The disadvantage is that
when the data is replicated, it increases the possibility of overfitting
problems, the model can accurately classify the data, but not when used
with other data. This results in the model that has lower accuracy in data
classification.

2. Random undersampling (RUS) is a technique which randomly selects the
majority class to delete it from the original data. The advantages of this
technique are that they are easy to use and to understand, but with a
random method to remove the data from the original data, sometimes
information that is useful or important is removed.

3. Synthetic minority oversampling technique (SMOTE) begins to randomly
select the nearest neighbors of one or more data and then generate data
based on linear interpolations between the initial data with nearest
neighbors that are randomly generated. SMOTE will generate synthetic
minority class in the same amount of every initial data that contains the
class as a minority class. There is no check that the nearest neighbors are
the majority class or not. So this technique may increase more overlap
between classes.

4. Adaptive synthetic sampling (ADASYN) to solve SMOTE's weaknesses which

cause overlap between classes. This technique uses density distribution.
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Starting from finding the nearest neighbors of each data, which has minority
class and then count the amount of the nearest neighbors which has
majority class and create a ratio between the number of nearest neighbors
which have minority class and the number of nearest neighbors which have

majority class for uses this ratio to create the synthetic sample.

. Borderline-SMOTE try to find minority samples located and find the

borderline between majority and minority samples and to synthetic minority

class on the borderline because models or classifier may misclassify them.

. Most weighted minority oversampling technique (MWMOTE) gives weight to

data which has a class as minority class according to the distance from the
nearest data which has majority class and generates synthetic minority based

on the weight that is assigned to the clustering approach.

. SMOTE-Tomek will use the SMOTE method to create synthetic minority.

After that, Tomek links are used to find the nearest pairs of samples from
different classes and then eliminating the data which has the majority class

from this pair.

. SMOTE-ENN like SMOTE-Tomek but use Wilson’s edited nearest neighbor

(ENN) to delete data after random data with SMOTE.

. Cluster-based undersampling (CLUS) ¢roup data using the same

characteristics and then reduce the size (downsize) of data that has the

majority class in each cluster.
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Research methodology

Data used in this research includes 20,000 records and it has about 500 features.
We use customers' data who have purchase fund profile from the firm and use it to
calculate risk attitude that is used as a class or label. In this experiment, we group risk
attitudes into three groups : risk-averse, risk neutral and risk seeker. After data pre-
processing, we found that data is imbalanced. Learning on data like this leads to the
classifier that classifies all majority examples correctly but misclassifies minority
examples. Classifier’s accuracy is high from the number of majority example more than
minority example, but it cannot reflect the performance of classifier to classify minority

samples.

In this research, we choose to solve the imbalance problem at data level
because it is easier to implement and it can use multiple classifiers. We use this

method in the data preparation process.

Overall of the experiment in this research consists of steps as the figure below.
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Figure 8 Experiment processes

In the data preparation process, we use the package in scikit-learn for cleansing
data and eliminate irrelevant features. After we drop irrelevant features, we divide

features into two categories numerical and categorical and transform categorical
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features such as gender by encoding to discrete value. On the other hand, we apply
feature scaling to features which have value as numerical to transform all numerical
value features have the same scale. In this experiment, we use standardization for this

process.

After the data preparation process, we get imbalance data which we call it that
the original data. We split this data into two data sets test data and training data. We
use the package from imbalanced-learn to resamples on training data, and with this
package, we can use the various technique for resampling data include ADASYN,
Synthetic Minority Over-sampling Technique (SMOTE), SMOTE-ENN, and SMOTE-Tomek.
For this experiment, we use three-techniques: ADASYN, SMOTE-ENN, and SMOTE-
Tomek to generate new data sets from training data which have more balance than
the original data. These data are called resampling data. So, after this step, we have 4
data sets: training data from original data, training data from resampling with SMOTE-
ENN, training data from resampling with SMOTE-Tomek and training data from
resampling with ADASYN.

ADASYN

AN

::> ) | SMOTEENN
i N

Original
SMOTETomek

Figure 9 Distribution and kernel density estimation of data before and after
resampling.

We use four data sets from the resampling process as the data source for
training and testing a decision tree classifier and ensemble methods : a random forest
classifier, Gradient Boosting, and XGBoost. Ensemble methods have a particular
characteristic and it can provide specific features importance which will be used to

identify business strategy such as product designing or determine marketing promotion.
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This is the reason we use ensemble methods in place of neural network or deep
learning which may give more accuracy than ensemble methods but difficult to specify

features importance.

To find the best parameter for each model, we use a grid search process for
hyperparameter tuning. We try to find parameters which make the model has the best
F1 score. For evaluating models' performance, we use stratified 10-fold cross-validation
which use stratified sampling to get a training set and test set in each iteration of
evaluation. Stratified sampling is a method of sampling which divides data (population)
into strata according to the characteristic of data, in this case, are risk attitude and
make sample data by random choose data from each beginning data' strata to sample
data with the ratio of each stratum. So data in training set and test set from this method
have ratios of the number of data between class same as beginning data and ensure
that the sample in the evaluation process is representative of the whole population

also ensure that every class is used as a training set and test set in this evaluation.

Since our data is imbalanced, using accuracy only is not appropriate for the
evaluation model’s performance. From the confusion matrix in figure X, true negative
(TN) is the number of correctly prediction negative sample. In the other hand, true
positive (TP) is the number of correctly prediction positive, false positive (FP) is the
number of incorrectly prediction positive sample and false negative is the number of
incorrectly prediction negative sample. In the case of imbalance data, accuracy is not
an appropriate evaluation performance measure as a model which learn from
imbalance data will classify that most of the data have class as majority class for
example in case of a churn model we found that most of the customer is not churn
about 99% of all customer and the customer is churn have only 1%. If the model
learns from this data, this model may classify all customer is not churned that make
accuracy as 99% but this model has a problem to classify minority class which in this
case is the customer who will churn from firm's service. Two performance measures,
precision and recall, take an important role for case imbalance data. The goal is to try
to improve the model’s recall without impact on precision, but when trying to improve

recall by increasing the true positive of minority class that may be a cause to increase
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false positive which effect to decrease precision. So, we must trade-offs of precision
and recall. F-score is a measure which combines the trade-offs of precision and recall.
F-score is harmonic mean of precision and recall, so it is the number which shows the

balance between precision and recall.

‘ Predicted ~
Pasitive Negative = . TP+ TN
ACCUracy = TpyTN + FP+FN
w
=
e B ctbis | . - TP
| True Positive | False Negative iy =
8 precision TPIP
]
2 _ TF
g recall = PN
g
| False Posti True Mesati, precision Xrecall
G| e Postive | True Regatve F—value =2 X ——————
= precision=recall
~

Figure 10 Confusion matrix

In addition to accuracy, precision, recall, and F-score, we would like to know
the performance of the model to classify each class. So, we use the ROC curve as
another measure of model’s performance. ROC curve shows the relation of the
probability of a true positive rate on Y-axis and a false positive rate of each class. The
ideal point on the ROC curve is (0,1) which mean the model can classify correctly
100% and the line x = y represented classify of the model has a performance like

randomly guessing.

TP
T iti te = ——
rue positive rate TP - FN
Fal iti te = i
alse positive rate = TN + Fp

ROC shows balance of true positive rate and false positive rate that sive
information to tradeoff between them to find the best true positive rate on an
acceptable false positive rate. On itself is not a single number to define the
performance of the model and sometimes it is difficult to compare between models.

So area under curve (AUQ) is the total area under the ROC curve which is a single
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number to define and compare the model's performance. A larger AUC means more

effective model.

We put attention to model's performance for classifying each class because
there is a cost from type | errors and type Il errors. Type | errors, or false positive,
means that the model classifies that customers have risk attitude in this class but it is
not true. In the other way, Type Il errors, or false negative means that the model
classifies that customers do not have a risk attitude in a specified class but actually
they do. Both errors are the cause of opportunity lost from offering the inappropriate

product to customers and it is likely that the customer will reject that offering.

After the evaluation process, we choose the best model , get its important
feature and found the relationship between each feature and the impact of feature

effect on classification and risk attitudes.
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Chapter IV

Results

After using grid search to find the best parameters for each model we get the

list of the parameters in the table 4. We implement models with these parameters to

each data set from resampling techniques and get the results.

Table 4 Hyper parameters of each classifier ("Tuning the hyper-parameters of an

estimator ", 2018)

Classifier

Parameter

Decision Tree

class_weight=None,criterion="gini',max_depth=10, max_features=None,

max_leaf nodes=None, min_impurity decrease=0.0,

min_impurity _split=None,min_samples_leaf=1,

min_samples_split=2, min_weight fraction leaf=0.0, presort=False, random_state=None,

splitter='best’

Random Forest

bootstrap=True, class_weight=None, criterion='entropy', max_depth=None,
max_features=170, max_leaf nodes=None, min_impurity decrease=0.0,
min_impurity _split=None, min_samples_leaf=1, min_samples_split=2,
min_weight fraction leaf=0.0, n_estimators=400, n_jobs=None, oob_score=False,

random_state=None, verbose=0, warm_start=False

Gradient Boosting

criterion="friedman_mse', init=None, learning_rate=0.5, loss='deviance', max_depth=200,
max_features=150, max_leaf nodes=None, min_impurity decrease=0.0,

min_impurity split=None, min_samples_leaf=1, min_samples_split=2,

min_weight fraction leaf=0.0, n_estimators=150, n_iter no_change=None, presort="auto’,
random_state=None, subsample=1.0, tol=0.0001, validation_fraction=0.1, verbose=0,

warm_start=False

XGBoost

base score=0.5, booster='gbtree’, colsample_bylevel=1, colsample_bytree=0.7, eta=0.05,
eval_metric="auc’, gamma=0, learning_rate=0.1, max_delta_step=0, max_depth=15,
min_child_weight=1, missing=nan, n_estimators=1000, n_jobs=1, nthread=5,
objective="multi:softprob’, random_state=0, reg alpha=0, reg lambda=0.1,

scale_pos_weight=1, seed=None, silent=True, subsample=1

We use F-score and AUC to compare all models. F-score represents the value

of precision and recall and AUC represents the capability to distinguish between

classes. The result from experiment shows that XGBoost has the best F-score and AUC,
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according to the table below. We found that the best performance with F-score as a
measure is XGBoost when working with data from SMOTE-Tomek resampling
techniques (F1 score: 54.19%) but in case of AUC, XGBoost gives the highest value
when uses with data from ADASYN.

Table 5 Experiment result.

Decision tree

Accuracy Precision Recall F1 AUC
Original 55.42% 49.32% 47.64% 47.85% 60.41%
ADASYN 53.02% 47.82% 49.11% 48.22% 60.74%
SMOTE-ENN 40.35% 45.58% 50.17% 40.20% 61.62%
SMOTE-TOMEK 53.07% 48.10% 49.25% 48.52% 61.39%

Random Forest

Accuracy Precision Recall F1 AUC
Original 63.05% 62.11% 50.53% 49.17% 61.88%
ADASYN 62.35% 58.58% 52.72% 51.93% 62.93%
SMOTE-ENN 40.48% 50.80% 54.25% 39.08% 63.64%
SMOTE-TOMEK 62.30% 58.27% 53.17% 52.27% 63.23%

Gradient Boosting

Accuracy Precision Recall F1 AUC
Original 61.60% 57.25% 51.94% 52.19% 72.88%
ADASYN 60.50% 55.06% 51.98% 52.12% 73.09%
SMOTE-ENN 43.15% 50.26% 54.43% 42.64% 71.53%
SMOTE-TOMEK 61.15% 55.56% 52.99% 52.83% 72.33%

XGBoost

Accuracy Precision Recall F1 AUC
Original 64.32% 61.53% 54.10% 54.16% 76.71%
ADASYN 63.70% 60.11% 53.58% 53.53% 76.97%
SMOTE-ENN a7.17% 52.11% 57.02% 47.02% 74.64%

SMOTE-TOMEK 64.03% 60.38% 54.33% 54.19% 76.95%
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Figure 12 AUC score.

When using F-score to evaluate classifier output quality, we use ROC which is
a curve of probability occurring true positive rate (Y-axis) and false positive rate (X-axis).
From ROC we use AUC to shows the performance of the model to classify each label.
According to figures of ROC of XGBoost that use with various data from different
resampling technique. We found that all XGBoost models can classify class 3 (risk
seeker) most correctly when it is used with data from ADASYN. The result has AUC
0.88. These means that both models have a 88% chance to distinguish between class
3 (positive class) and not class 3 (negative class). The model has the same highest
value of AUC in class 1 (risk-averse) and class 2 (risk-neutral) is 0.72 when use data

from ADASYN. From this result, we can conclude that XGBoost which is trained with
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data from ADASYN have better performance less than using data from SMOTEEN and

SMOTE-Tomek in classifying every classes.

True Positive Rate

Receiver operating characteristic to multi-class
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Figure 13 ROC of XGBoost with data from original data.
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Figure 14 ROC of XGBoost with data from ADASYN.
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Receiver operating characteristic to multi-class
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Figure 15 ROC of XGBoost with data from SMOTE-ENN.
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Figure 16 ROC of XGBoost with data from SMOTE-TOMEK.

From AUC value in the figures above, we observe that the model which uses
data from ADASYN resampling technique can distinguish class 1 (risk aversion), 2 (risk
neutral) better than the model which uses data from SMOTE-ENN and equal to the
model which uses data from SMOTE-TOMEK but for class 3 (risk seeker) it is a little bit
better than the model which uses data from SMOTE-TOMEK and SMOTE-ENN. So, we
can conclude that in case the firm wants to classify customer's risk attitudes with

imbalance data ADASYN is the better choice.
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Next, we use the best model, XGBoost with the data from ADASYN technique
to find essential features. From the Pareto principle or 80/20 rule, we prove that only
20 percents of features affect 80 percents of classification accuracy. So we choose the
best 95 features or 20 percents of all features in each model and run the experiments

and get the results in Table 6.

Table 6 Result of experiment which use twenty percent number of features.

XGBoost

Accuracy | Precision| Recall F1 AUC

ADASYN | 56.65% [ 50.19% | 48.43% | 48.21% | 69.28%
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Figure 17 ROC of XGBoost with data from ADASYN (use twenty percent number of
feature).

From the result above we can classify risk attitudes of the customer in this data
set with using only 20% of all features or importance features (95 features). In the
other words, we can infer that these features are important factors which affect the
risk attitudes of the customer. The firm should use these factors for planning marketing

strategy and designing the financial product to serve their needs.
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Figure 18 Confusion matrix from the model.

We plot the learning curve from the model and the result is shown in the figure

37

below. We found that when using a small training set, we get high training score or low

bias, but we get a low cross-validate score or high variance. This situation told us that

the model is overfitting. Then, we increase the size of the training set and we found

that bias is stable but the variance is decreasing. This proves that adding more the

training set eliminate the overfitting problem.
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Figure 19 Learning curve of the model.

Another result from XGBoost is the important features. We select top ten

important features and plot the graph in the figure below.
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Feature importances
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Figure 20 Top ten important features.

Now we know what features have an impact on consumers' risk attitudes but
we do not know about the strength and direction of the relationship between these
features with consumers' risk attitudes. So, we use a Pearson correlation to find the

strength and direction of the relationship between each feature to consumers' risk.
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Figure 21 Correlation matrix.
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Chapter V

Conclusion
In this chapter, we mention the research result, the problem and limitation of
this research, and suggestions for the future work on the classification of risk attitudes

from customer behavior with machine learning.

5.1 Research result

This research presents a machine learning model that specifies consumers' risk
attitude from their behavior. The model is analysed to find essential features which
impact consumers' risk attitude. Knowing the important features is the key to the firms
to design their products and services to provide the value appropriates to their

customers' attitude.

In this research, we faced unbalance data, and to solve this problem, we use
three resampling techniques: ADASYN, SMOTE-Tomek, and SMOTE-ENN. All of them
are the hybrid techniques. They use oversampling to generate synthetic instances and
then use undersampling to eliminate some instance depend on each algorithm. We
use data from resampling and original data as the input of four machine learning
methods: Decision Tree, Random Forest, Gradient Boosting, and XGBoost. We use
cross-validation to measure their performance and found that using XGBoost gives the
best in accuracy, recall, F1, and AUC. We choose XGBoost which use data from ADASYN
because from RUC was prove that it is the best approach to classify class 1,2, and 3.
So, we choose this method in the next step. In the next step, we choose twenty
percents of the number features with the data generated from ADASYN and XGBoost.
The result is close to the result from using all features. We conclude that it not
necessary to use all features for the model to classify risk attitude. Then we measure
the value of importance on these features and the result shows that features about
the monetary transaction, customer segmentation, and location of the service station
where customer use the service are the top three features which affect the
classification of consumers' risk attitude. To specify the direction and strength of the

association between features and risk attitude, we use the Pearson correlation
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coefficient to measure them. The result exposes that the feature about the location
of the service station where customer uses the service has the strongest association
with risk attitude in the negative direction and the customer segmentation feature
comes in the second. It has a strong association with risk attitude in the negative

direction.

For business, we can interpret the result from the model that the risk attitude
of consumer depends on location which they come and use the service. The firm must
find and analyze what consumers’ attitude in each location of the service stations and
might find out that some location of the service stations has consumers who have risk-
averse or risk seeker more than other location. So the firm can design a marketing plan
to promote its product to appropriate to consumers in various location. Another
feature which has strong associative with risk attitude is customer segmentation. The
result indicates that customer segmentation is important and the firm should design
the product for each segmentation with appropriate risk attitude. This information is
important for the firms to offer products or promotions which suitable to the customer

individually.

5.2 Problem and limitation
1. We do not have the data which cover all consumer’s behaviors.
2. Some data are missing and incorrect. We use many processes to clean
them before they are used in the experiment.
3. Lack of computation power, especially when using grid search for tuning

hyper parameters limits the quality of the results.

5.3 Suggestion

This research can development more in any aspect as follow.

1. Applying statistical methods to study important features might find more
information about data and features.
2. Develop or analyze a resampling technique which most appropriate to the

imbalance data.
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