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Abstract. Hard disk manufacturing is an important industry in Thailand.  The production line of its 

manufacturing process is highly complex and consists of hundreds of automated machines running a 

continuous flow production.  When an anomaly event occurs the production line has to be stopped 

and the diagnosis engineering team must identify and locate the source of error amongst those 

machines and correct them quickly.  In an automated production line, all machines are monitored and 

their log files are sent to a server continuously.  Engineers use these log files to diagnose the causes 

of the errors.  This work proposes to use machine learning method to identify the anomaly events in 

the log files.  The experimental results show that it is very accurate and it can help the team of 

engineers to perform diagnosis quickly and effectively. 

Introduction 

Hard disk manufacturing (Fig. 1) is an important industry in Thailand. The industry reached 15,000 
million US dollars of export value and over 110,000 personnel employed [1]. The production of hard 
disk is a highly automated process. Over thousand machines worked in a tightly synchronised network 
producing a continuous flow of outputs [2]. These machines need to communicate and collaborate to 
keep the production line running smoothly.  To monitor the status of these machines in real-time, many 
reports which are generated automatically from the machines are send to a server as log files.  A large 
number of records flow to the server in real-time.  When an anomaly occurs and the production line 
has to stop, it is critical to locate the cause of disruption and correct it quickly.  Team of engineers who 
support the diagnosis of the production line needs to analyse those large number of log files. 
 

 
Figure 1: Diagram of a computer hard disk drive [13] 

 
Figure 2: Head Stack Assembly (HSA) [9] 

 

 
     Log files from various machines have different formats [3].  They also contain many unimportant 
messages.  This made analysis of the machine problems complicated and human experts are required.  
Therefore many errors are caused by the operators of the machines, for example, operators ignored 
console log messages for a new X-ray machine because error messages were common. Some of the 
ignored messages involved X-ray power settings.  In some situations the X-ray machine delivered full 
power doses of radiation, killing 4 patients because the critical messages were missed [4]. 
 
     To reduce the diagnosis time, this work proposes an automated detection of faulty events in the log 
files.  The automated system can monitor the log files in real-time and notify the engineering team 
when an anomaly occurs [5]. It can identify the location and the cause of anomaly operations.  This 
tool can help the supporting engineers to quickly locate the causes that disrupt the production line and 
correct it quickly. Machine learning techniques [6,7] are used in this work to learn the pattern of 



 

anomaly events in the log files.  It also has been used to improve productivity [8]. As log files come 
from many different types of production machines, a pre-processing is done to extract the important 
information which is used as input.  Four techniques in machine learning are investigated, namely, 
Support Vector Machine (SVM), Nearest Neighbour (k-NN), Naive Bayes, and Decision Tree. The 
data from the Head Stack Assembly (HSA) production line (Fig. 2) is used.  The log files from 12 
October 2015 to 13 January 2016 contain 61 period hours are analysed.  The effectiveness of this 
approach is reported.  
 
Head Stack Assembly Process 
 
The Head Stack Assembly (HSA) [9,10,11] is an arm that traverses inside the hard drive with an 
induction slider (read/write head) attached to the end. With multiple storage surfaces, the set of heads 
are used to perform read/write operation simultaneously on all surfaces. The assembly process is 
highly skill operations using a number of specialised machines to perform the assembly operations. 
Human operators are manned at each station and operate or inspect the instruments.  All machines are 
connected to a central server that monitors all operations to keep records of the events as part of 
statistical control of the production line. 
 
     Main HSA components are HGA, Slider, APFA, Flex Circuit, Bearing and Voice coil.  There are 
seven steps in HSA assembling.  The flow process of the HSA assembling can be explained as 
following: 
Loading -- The APFA assembly of HGA is fixed to the shuttles by 2 operators. 

Swaging -- The shooting the ball steel binds the HGA and the APFA together. 

Unloading -- Take the HSA out of the shuttles.  After that the HSA is fixed into the flow fixture by 

2 operators. 

Bonding -- The electrical cable is connected between the HGA and the flexible circuit on the APFA 

by 2 operators. 

Tacking -- The epoxy glue has been dropped in order to hold the long tail of HGA and the slot of 

the APFA by 2 operators. 

VMI -- The inspection for quality detects any physical defects of HSA by an operator. 

Quasi testing -- The test for electrical performance of the HSA is operated by an operator. 

Method 

There are many causes for the abnormal behaviour of machines in the production line. Some errors 

are caused by human, for example, operators enter the wrong machine ID or have the obsoleted 

authorisation.  Many errors are caused by the changes in software configuration on the servers and 

the controller of production machines, for example, by the update of software and firmware.  Most of 

physical errors such as power outage, mechanical failure of production machines, can be detected 

easily by the operators.  Most critical errors come from the invisible software side as the effect will 

not be immediately perceptible.  Therefore, the effort is concentrated on the detection of these 

software related errors. 

 

     In the experiment, the tool, Orange canvas [12], is employed.  It is a machine learning and data 

mining suite for data analysis. A pre-processing program is written to extract critical information 

from log files. All log files are separated into individual transactions.  Each transaction is defined as 

an event. The machine learning methods learn the pattern of event and classified them into normal or 

anomaly. The input to machine learning process consists of 11 variables (Fig. 3).  The following 

paragraph describes those variables. 

 

1) First variable is the message number. It is discrete and represents type of request. 

2) Second variable is the count of error string.  It represents error frequency. 

3) Third variable is the sequence of pattern of each transaction.  If it is a generic message the value is 

set to 1 otherwise it is set to 0. 



 

4) Forth variable is the starting time of each transaction.  It represents start time of the event. 

5) Fifth variable is the ending time of each transaction.  It represents stop time of the event. 

6) Sixth variable is the response time of each transaction.  It represents performance of machines. 

7) Seventh variable is last time of this log file modification.  

8) Eighth variable is the length of each transaction.  This is the number of lines of transaction. 

9) Ninth variable is the count of no data keyword.  It represents mistake frequency. 

10) Tenth variable is the count of cert keyword.  It represents mistake frequency. 

11) Eleventh variable is the count of expire keyword.  It represents lack of quality control. 

The identification of these variables is done by the experts who are responsible for diagnosis of 

the HSA production line.  They investigate the log files looking for these kinds of events.  These 

variables can be used to cover a large class of anomaly (but not all).  The study is limited to this class 

of anomaly as some of the exceptions events are too difficult to obtain as they are rarely occur (and 

they are not occurring during the period of study). 

 

 
 

Figure 3: Records in log files 

Experiments 

The data from the Head Stack Assembly (HSA) production line is used.  The log files from 12 October 

2015 to 13 January 2016 are collected. They contain 70 files with the total size of 74.7 Mbytes. From 

all log files, the pre-processor extracts 104,582 records of important information, then computes the 

11 variables.  This is used as input to the machine learning process.  Each record is manually labelled 

as normal or anomaly with the knowledge of the actual event occurred in the production line.  Of all 

records, 104,445 records are normal and 137 records are anomaly.  The reason for the small amount 

of anomaly data is that the hard disk manufacturing is a highly developed system with the quality 

level at the six sigma.  That means the process must not produce more than 3.4 defects per million 

opportunities. 

 

     This data is used to train and test the machine learning method using 10-fold validation.  All 

records are divided into 10 groups with mixed of normal and anomaly events.  Nine groups are used 

for training, one group is withhold and is used for testing.  The training and testing is carried out ten 

times, each time with different testing group.  The measurement of accuracy is average over these ten 

experimental runs.  Four machine learning methods are compared: SVM, k-NN, Naive Bayes and 

Decision Tree. 

 

     The results report Classification Accuracy (CA), F1, Precision and Recall. F1 is harmonic mean 

of precision and recall.  Recall and precision are two widely used metrics employed in applications 

of classification problem related to information retrieval context. 

Discussion and Conclusions 

Table 1 shows the comparison of the performance of four machine learning methods on the data. 

There is no significant difference between all methods. Because the data of normal and anomaly is 



 

highly imbalance, the investigation goes further into the measurement of each group.  Table 2 shows 

the performance of learning the anomaly data.  Two methods, SVM and Decision Tree perform better 

than k-NN and Naive Bayes.  Table 3 shows the normal group which has much larger data.  It shows 

that indeed, with that large amount of data, all four methods perform well without significant 

difference in performance between them. 

 

     In conclusion, all four methods can be used for the problem of identifying the anomaly events 

occur in the production line of HSA.  The SVM is the best method from this experiment as its 

measurement is the best in both normal and anomaly cases. The accuracy is very high and it can be 

applied with confidence.  The proposed method is shown to be highly accurate and it can help the 

support engineering team in reducing the time for diagnosis the cause of disruption of production line 

and correct it quickly. 

 

Table 1 Comparing the performance of four machine learning methods 

Overall score from all data 

 CA F1 Precision Recall 

SVM 1.000 1.000 1.000 1.000 

k-NN 0.999 1.000 1.000 1.000 

Naïve Bayes 0.990 0.995 1.000 0.990 

Decision Tree 1.000 1.000 1.000 1.000 

 

Table 2  Performance of four machine 

learning methods on anomaly data 

 

Score from Anomaly group 

 CA F1 Precision Recall 

SVM 1.000 1.000 1.000 1.000 

k-NN 0.999 0.751 0.890 0.650 

Naïve Bayes 0.990 0.195 0.109 0.956 

Decision Tree 1.000 0.996 1.000 0.993 

Table 3 Performance of four machine learning 

methods on normal data 

 

Score from Normal group 

 CA F1 Precision Recall 

SVM 1.000 1.000 1.000 1.000 

k-NN 0.999 1.000 1.000 1.000 

Naïve Bayes 0.990 0.995 1.000 0.990 

Decision Tree 1.000 1.000 1.000 1.000 
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