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Now let us see how the three-way handshake works in the presence of delayed duplicate
control TPDUs. In Fig. 6-11(b), the first TPDU is a delayed duplicate CONNECTION REQUEST
from an old connection. This TPDU arrives at host 2 without host 1's knowledge. Host 2 reacts
to this TPDU by sending host 1 an

ACK TPDU, in effect asking for verification that host 1 was indeed trying to set up a new
connection. When host 1 rejects host 2's attempt to establish a connection, host 2 realizes that
it was tricked by a delayed duplicate and abandons the connection. In this way, a delayed
duplicate does no damage.

The worst case is when both a delayed CONNECTION REQUEST and an ACK are floating around
in the subnet. This case is shown in Fig. 6-11(c). As in the previous example, host 2 gets a
delayed CONNECTION REQUEST and replies to it. At this point it is crucial to realize that host 2
has proposed using y as the initial sequence number for host 2 to host 1 traffic, knowing full
well that no TPDUs containing sequence number y or acknowledgements to y are still in
existence. When the second delayed TPDU arrives at host 2, the fact that z has been
acknowledged rather than y tells host 2 that this, too, is an old duplicate. The important thing
to realize here is that there is no combination of old TPDUs that can cause the protocol to fail
and have a connection set up by accident when no one wants it.

6.2.3 Connection Release

Releasing a connection is easier than establishing one. Nevertheless, there are more pitfalls
than one might expect. As we mentioned earlier, there are two styles of terminating a
connection: asymmetric release and symmetric release. Asymmetric release is the way the
telephone system works: when one party hangs up, the connection is broken. Symmetric
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release treats the connection as two separate unidirectional connections and requires each one
to be released separately.

Asymmetric release is abrupt and may result in data loss. Consider the scenario of Fig. 6-12.
After the connection is established, host 1 sends a TPDU that arrives properly at host 2. Then
host 1 sends another TPDU. Unfortunately, host 2 issues a DISCONNECT before the second
TPDU arrives. The result is that the connection is released and data are lost.

Figure 6-12. Abrupt disconnection with loss of data.
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Clearly, a more sophisticated release protocol is needed to avoid data loss. One way is to use
symmetric release, in which each direction is released independently of the other one. Here, a
host can continue to receive data even after it has sent a DISCONNECT TPDU.

Symmetric release does the job when each process has a fixed amount of data to send and
clearly knows when it has sent it. In other situations, determining that all the work has been
done and the connection should be terminated is not so obvious. One can envision a protocol
in which host 1 says: I am done. Are you done too? If host 2 responds: I am done too.
Goodbye, the connection can be safely released.

Unfortunately, this protocol does not always work. There is a famous problem that illustrates
this issue. It is called the two-army problem. Imagine that a white army is encamped in a
valley, as shown in Fig. 6-13. On both of the surrounding hillsides are blue armies. The white
army is larger than either of the blue armies alone, but together the blue armies are larger
than the white army. If either blue army attacks by itself, it will be defeated, but if the two
blue armies attack simultaneously, they will be victorious.

Figure 6-13. The two-army problem.
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The blue armies want to synchronize their attacks. However, their only communication
medium is to send messengers on foot down into the valley, where they might be captured
and the message lost (i.e., they have to use an unreliable communication channel). The
question is: Does a protocol exist that allows the blue armies to win?

Suppose that the commander of blue army #1 sends a message reading: "I propose we attack
at dawn on March 29. How about it?"" Now suppose that the message arrives, the commander
of blue army #2 agrees, and his reply gets safely back to blue army #1. Will the attack
happen? Probably not, because commander #2 does not know if his reply got through. If it did
not, blue army #1 will not attack, so it would be foolish for him to charge into battle.

Now let us improve the protocol by making it a three-way handshake. The initiator of the
original proposal must acknowledge the response. Assuming no messages are lost, blue army
#2 will get the acknowledgement, but the commander of blue army #1 will now hesitate. After
all, he does not know if his acknowledgement got through, and if it did not, he knows that blue
army #2 will not attack. We could now make a four-way handshake protocol, but that does not
help either.

In fact, it can be proven that no protocol exists that works. Suppose that some protocol did
exist. Either the last message of the protocol is essential or it is not. If it is not, remove it (and
any other unessential messages) until we are left with a protocol in which every message is
essential. What happens if the final message does not get through? We just said that it was
essential, so if it is lost, the attack does not take place. Since the sender of the final message
can never be sure of its arrival, he will not risk attacking. Worse yet, the other blue army
knows this, so it will not attack either.

To see the relevance of the two-army problem to releasing connections, just substitute
"disconnect" for "attack." If neither side is prepared to disconnect until it is convinced that the
other side is prepared to disconnect too, the disconnection will never happen.

In practice, one is usually prepared to take more risks when releasing connections than when
attacking white armies, so the situation is not entirely hopeless. Figure 6-14 illustrates four
scenarios of releasing using a three-way handshake. While this protocol is not infallible, it is
usually adequate.

Figure 6-14. Four protocol scenarios for releasing a connection. (a)
Normal case of three-way handshake. (b) Final ACK lost. (c) Response
lost. (d) Response lost and subsequent DRs lost.
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In Fig. 6-14(a), we see the normal case in which one of the users sends a DR
(DISCONNECTION REQUEST) TPDU to initiate the connection release. When it arrives, the
recipient sends back a DR TPDU, too, and starts a timer, just in case its DR is lost. When this
DR arrives, the original sender sends back an ACK TPDU and releases the connection. Finally,
when the ACK TPDU arrives, the receiver also releases the connection. Releasing a connection
means that the transport entity removes the information about the connection from its table of
currently open connections and signals the connection's owner (the transport user) somehow.
This action is different from a transport user issuing a DISCONNECT primitive.

If the final ACK TPDU is lost, as shown in Fig. 6-14(b), the situation is saved by the timer.
When the timer expires, the connection is released anyway.

Now consider the case of the second DR being lost. The user initiating the disconnection will
not receive the expected response, will time out, and will start all over again. In Fig. 6-14(c)
we see how this works, assuming that the second time no TPDUs are lost and all TPDUs are
delivered correctly and on time.

Our last scenario, Fig. 6-14(d), is the same as Fig. 6-14(c) except that now we assume all the
repeated attempts to retransmit the DR also fail due to lost TPDUs. After N retries, the sender
just gives up and releases the connection. Meanwhile, the receiver times out and also exits.

While this protocol usually suffices, in theory it can fail if the initial DR and N retransmissions
are all lost. The sender will give up and release the connection, while the other side knows
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nothing at all about the attempts to disconnect and is still fully active. This situation results in
a half-open connection.

We could have avoided this problem by not allowing the sender to give up after N retries but
forcing it to go on forever until it gets a response. However, if the other side is allowed to time
out, then the sender will indeed go on forever, because no response will ever be forthcoming.
If we do not allow the receiving side to time out, then the protocol hangs in Fig. 6-14(d).

One way to kill off half-open connections is to have a rule saying that if no TPDUs have arrived
for a certain number of seconds, the connection is then automatically disconnected. That way,
if one side ever disconnects, the other side will detect the lack of activity and also disconnect.
Of course, if this rule is introduced, it is necessary for each transport entity to have a timer
that is stopped and then restarted whenever a TPDU is sent. If this timer expires, a dummy
TPDU is transmitted, just to keep the other side from disconnecting. On the other hand, if the
automatic disconnect rule is used and too many dummy TPDUs in a row are lost on an
otherwise idle connection, first one side, then the other side will automatically disconnect.

We will not belabor this point any more, but by now it should be clear that releasing a
connection without data loss is not nearly as simple as it at first appears.

6.2.4 Flow Control and Buffering

Having examined connection establishment and release in some detail, let us now look at how
connections are managed while they are in use. One of the key issues has come up before:
flow control. In some ways the flow control problem in the transport layer is the same as in the
data link layer, but in other ways it is different. The basic similarity is that in both layers a
sliding window or other scheme is needed on each connection to keep a fast transmitter from
overrunning a slow receiver. The main difference is that a router usually has relatively few
lines, whereas a host may have numerous connections. This difference makes it impractical to
implement the data link buffering strategy in the transport layer.

In the data link protocols of Chap. 3, frames were buffered at both the sending router and at
the receiving router. In protocol 6, for example, both sender and receiver are required to
dedicate MAX_SEQ + 1 buffers to each line, half for input and half for output. For a host with a
maximum of, say, 64 connections, and a 4-bit sequence number, this protocol would require
1024 buffers.

In the data link layer, the sending side must buffer outgoing frames because they might have
to be retransmitted. If the subnet provides datagram service, the sending transport entity
must also buffer, and for the same reason. If the receiver knows that the sender buffers all
TPDUs until they are acknowledged, the receiver may or may not dedicate specific buffers to
specific connections, as it sees fit. The receiver may, for example, maintain a single buffer pool
shared by all connections. When a TPDU comes in, an attempt is made to dynamically acquire
a new buffer. If one is available, the TPDU is accepted; otherwise, it is discarded. Since the
sender is prepared to retransmit TPDUs lost by the subnet, no harm is done by having the
receiver drop TPDUs, although some resources are wasted. The sender just keeps trying until
it gets an acknowledgement.

In summary, if the network service is unreliable, the sender must buffer all TPDUs sent, just as
in the data link layer. However, with reliable network service, other trade-offs become
possible. In particular, if the sender knows that the receiver always has buffer space, it need
not retain copies of the TPDUs it sends. However, if the receiver cannot guarantee that every
incoming TPDU will be accepted, the sender will have to buffer anyway. In the latter case, the
sender cannot trust the network layer's acknowledgement, because the acknowledgement
means only that the TPDU arrived, not that it was accepted. We will come back to this
important point later.



