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Definitions

• Operation latency (OL):
the number of cycles until the result of an instruction is 
available.

• (Instruction) Issue Latency (IL):
the number of cycles required between issuing two 
consecutive instructions.

• (Instruction) Issue Rate (Issue Parallelism) (IP):
the maximum number of instructions that can be issued in 
a cycle. (degree)

• Maximum Instruction-level Parallelism (MILP):
the maximum number of simultaneously executing 
instructions

Notion

• Four-stage instruction pipeline (K)

• IF - Instruction Fetch

• DE - Instruction Decode

• EX - Execute

• WB - Write Back

Base Scalar Machine

• OL = 1 cycle

• IL = 1 cycle

• IP= 1 instruction / cycle

• MILP =K

Time required to execute N instruction?

T(IP, OL) = T(1,1) = K + (N-1)



SuperScalar Machine

• OL = 1 cycle

• IL = 1 cycle

• IP= n instruction / cycle

• MILP = nK

Time required to execute N instruction?

T(IP, OL) = T(n,1) = K + (N-n)/n

Speedup?

• Speedup:

• S(n,1) 
= T(1,1) / T(n,1)
= (K+(N-1)) / (K+(N-n)/n)
= n(N+K-1) / N+n(K-1)

• More N, S(n,1) -> n

SuperPipelined Machine

• OL = m minor cycles 
= 1 baseline cycle

• IL = 1 minor cycle 
= 1/m baseline cycle

• IP= 1 instruction / minor cycle 
= m instructions / baseline cylce

• MILP = mK

Time required to execute N instruction?

T(IP, OL) = T(1,m) = K + (N-1)/m

Speedup?



• Speedup:

• S(1,m) 
= T(1,1) / T(1,m)
= (K+(N-1)) / (K+(N-1)/m)
= m(N+K-1) / (mK + N -1)

• More N, S(1,m) -> m

SuperPipelined SuperScalar (SS) Machine

• OL = m minor cycles 
= 1 baseline cycle

• IL = 1 minor cycle 
= 1/m baseline cycle

• IP= n instruction / minor cycle 
= nm instructions / baseline cylce

• MILP = nmK

Time required to execute N instruction?

T(IP, OL) = T(n,m) = K + (N-n)/nm

Speedup?

• Speedup:

• S(n,m) 
= T(1,1) / T(n,m)
= (K+(N-1)) / (K+(N-m)/nm)
= nm(N+K-1) / (nmK + N -1)

• More N, S(n,m) -> nm

Vector Machine



Supersymmetry Limitations

• Limitations in ILP affect Issue Parallelism 
(Benchmark Parallelism) - BP

• Limitations in available hardware resources affect MP 
(Machine Parallelism)

• MP = Sp X Ss
Sp - Average degree of superpipelining
Ss - Degree of parallel issue (IP)

Limitations

Performance = min (MP, BP)

Variations in Operation Latency 
(Limit on BP)



Variations in # ILP (Limit on MP)
Variations in Instruction Class

 (Limit on MP)

Variations in Instruction Class
 (Limit on MP)

The End
Questions?


