Definitions

® Operation latency (OL): ; e
the number of cycles until the result of an instruction is
available.

® (Instruction) Issue Latency (IL): i
the number of cycles required between issuing two
consecutive Instructions.

® (Instruction) Issue Rate (Issue Parallelism) (IP): ) 5
the maximum number of instructions that can be issued in
a cycle. (degree)

e Maximum Instruction-level Parallelism (MILP): |
the maximum number of simultaneously executing '
Instructions
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® Four-stage instruction pipeline (K)
e |F - Instruction Fetch
® DE - Instruction Decode
® [X - Execute

e \WB - Write Back
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Base Scalar Machine
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Fig. 1. Execution in a base machine.

Time required to execute N instruction? |

® |L=1cycle
TP, OL) =T(1,1) = K + (N-1)
® |P= 1 instruction / cycle

® MILP =K




SuperScalar Machine
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Fig. 4. Execution in a superscalar machine (n = 3).

® Speedup:

® S(n,1)
=1, )/ NG, 1)
= (K+(N-1)) / (K+(N-n)/n)
= n(N+K-1) / N+n(K-1)

e OL=1 cycle :

Y Time required to execute N instruction? ® More N, S(n,1)->n
® |[L=1 cycle

T(IP, OL) =T(n,1) = K + (N-n)/n
® [P=n instruction / cycle
Speedup?
e MILP = nK
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Fig. 4. Execution in a superscalar machine (n = 3).
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Fig. 5. [Execution in a VLIW machine.
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® OL = m minor cycles
=] bas seline cycle
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Fig. 6. Superpipelined execution (m = 3).

Time required to execute N instruction?

T(P, OL)

=T(1,m) = K+ (N-1)/m

Speedup?




® Speedup:

® S(1,m)
=T, 1) 22 T )
= (K+(N-1)) / (K+(N-1)/m)
= m(N+K-1) / (mK + N -1)

® More N, S(1,m) ->m

SuperPipelined SuperScalar (SS) Machine

Key:

IFetch Decode Execute WriteBack

AN
0 1 2 3 4 5 6 7 8 9 10 11 12 13
Time in Base Cycles

Fig. 7. A superpipelined superscalar (n =3, m = 3).
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® MILP = nmK
[ XXX
e Speedup: [
® S(n,m) Successive
=T(1,1)/T(n,m) Instructions
= (K+(N-1)) / (K+(N-m)/nm)
= nm(N+K-1) / (nmK + N -1) o 1 2 3 4 5 6 7 8 9 10 11 12 13

Time in Base Cycles

Fig. 8. Execution in a vector machine.




Supersymmetry
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Fig. 10. Startup in superscalar versus superpipelined.
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L imitations

® [imitations in ILP affect Issue Parallelism
(Benchmark Parallelism) - BP

® | imitations in available hardware resources affect MP
(Machine Parallelism)

® MP=Sp X Ss
Sp - Average degree of superpipelining
Ss - Degree of parallel issue (IP)

Performance relative to base machine
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Limitations

performance limited Performance = min (MP, BP) {

by program parallelism

performance limited
by machine parallelism
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Variations in # ILP (Limit on MP)

Instructions issued

Unlimited Degree 2
Cycle superscalar suparscalar

1 1,23 1.2
2 4,5 3.4
3 6 5
4 6

Fig. 18. Variations in the number of instructions executable in parallel.
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Fig. 18. Variations in the number of instructions executable in parallel.
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Fig. 23. Nonuniform distribution by instruction class.




