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THAI ABSTRACT 

อรรัมภา ศรีมงคลกลุ : การแก้ปัญหาการจดัตารางการผลิตในระบบไหลเล่ือน
โดยใช้เวลาในการด าเนินงานน้อยท่ีสุดด้วยอัลกอริทึมการบรรจวบ (MINIMIZING 
MAKESPAN USING NODE-BASED COINCIDENCE ALGORITHM IN THE 
PERMUTATION FLOWSHOP SCHEDULING PROBLEM) อ.ท่ีปรึกษาวิทยานิพนธ์
หลกั: ศ. ดร. ประภาส จงสถิตย์วฒันา, หน้า. 
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Scheduling problem has always been an important problem in the industrial 
sectors since it creates huge impact on the overall performance of the manufacturing. 
Good scheduling can reduce overall production time which then leads to lower cost and 
good resource management. 

The permutation flowshop scheduling (PFSP) is the classic scheduling 
problems that attracts both business and research area for almost half a century. On 
research side, a variety of complex algorithms have been introduced to solve the 
problems and provide high quality of solutions. Nevertheless, these algorithms will be 
useless if they fail to implement in practice where computational time and complexity of 
algorithm become an important issue of concern. 

This research proposes a Node-Based Coincidence Algorithm (NB-COIN) for 
the permutation flowshop scheduling problems (PFSP) aimed at Makespan minimization. 
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sets of Taillard, 10% of the solutions provided by the presented algorithm are optimal 
solutions. Moreover, the  solutions found by NB-COIN are also achieve 0.96% gap from 
upper bound in average. More importantly, those solutions are found within a 
short time.  
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 Chapter 1
Introduction 

1.1 Background 

In manufacturing sector, Scheduling has always been one of the important 
decision-making process that create high impact in term of effectiveness and efficiency 
of production process. Poor scheduling can lead to low productivity, higher cost and 
longer time consuming.  

Flow shop is a production line that is widely used in many industry such as 
chemical, paper, circuit and glass industry. In the flow shop, the jobs process on a set 
of machines in the same order. In addition, each machine is either idle or occupied by 
only one job at the time with no pre-emption and interruption.  The permutation of jobs 
for every machine can be scheduled in (𝑛!)𝑚 solutions where n is the number of job and 
m is the number of machine. However, in the permutation flowshop scheduling 
problem(PFSP), passing any jobs is not allowed to simplify and reduce the solution’s 
possibility into (n!). The objective of PFSP is divided into two main criteria; makespan 
and flowtime. The makespan is the completion time of the last jobs while flowtime is the 
summation of completion time of each job. The makespan criterion is well-known to lead 
to rapid turn-around of jobs, uniform utilization of resources and minimization of work-in-
process inventory.  

The permutation flow shop scheduling problem (PFSP) has become an interesting 
research topic for many researchers since Johnson[1] introduced in 1950s. Later, the 
complexity of PFSP is proved to be a NP-hard  (Garey et al [2] and Lenstra et al [3]). 
Many heuristic optimization methods have been developed to achieve high quality 
solutions in a reasonable computational time such as Nawaz et al.[4], Palmer [5], 
Campbell et al. [6], Dannenbring [7], Taillard [8], Framinan et al. [9] and Framinan and 
Leisten [10]. However, those heuristics are not only failed to achieve the optimum 
solutions but also consume a lot of CPU time. Even the results given by the most 
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powerful heuristics, NEH, proposed by Nawaz et al. [4] are still far at almost 7% from the 
optimal value. When it comes to a conclusion that only heuristics may not capable 
enough to overcome the optimum solution for the PFSP, many researchers developed 
more complex methods, metaheuristics, such as tabu search [11-16], genetic 
algorithms (GAs) [15, 16], ant colony optimization [17-19], particle swarm 
optimization[20], iterated local search (ILS) [21]or the Estimation of Distribution 
Algorithm (EDA) [22]. Although these methods provide better results, a long 
computational time or a lot of resources is required. Later, the complexity of the 
algorithms is even enhanced by integrated two or more metaheuristics called the hybrid 
metaheuristics. This technique was used by G.I. Zobolas [23] and H. Liu [24] to achieve 
optimal solution with high computational speed. 

However, at the end of the day, all industrial world need is neither an optimum 
solution nor a complex method, but is a simple algorithm that can provide a reasonable 
solution in a short period of time. It is worth noting to implement such a complex 
algorithms that people in the field are hardly replicate or implement in the real world 
situation.  The proposed method  Node-Base Coincidence Algorithm(NB-COIN), is easy 
to implement and can provide high quality solution.  

1.2 Research Purpose and Objectives  

The objective of this research is to find the optimum solution in the makespan 
criteria of the Flowshop scheduling problem by Node Based Coincidence Algorithm 
(NB-COIN).  

1.3 Research Scope  

1. The proposed method is able to find the work’s sequence in the permutation 
flowshop scheduling problem. 

2. The work’s sequence generated from Node Based Coincidence Algorithm is 
makespan minimization. 

3. The CPU time is provided and use as the termination of the method. 
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1.4 Research Limitation 

1. All jobs are independent and ready to enter to the machines.  

2. The processing time of all jobs are provided upfront. 

3. Every machine is ready to work and multitasking is prohibited.  

4. The job cannot be divided.  

5. The processing time of job on each machines cannot be changed during the 
production period 

6. There is unlimited buffer between the machines. 

1.5 Contribution 

This research involved the development of an algorithm for the permutation 
flowshop scheduling problem. This improvement to warehousing performance would be 
beneficial for both manufacturing industry and academic research.  

On the one side, the manufacturing can improve their flowshop scheduling by 
using this algorithm since it provides good quality of result using only small amount of 
resource and time. Such improvements could reduce costs and lead time of overall 
operations, and increase customer service levels by providing faster processing time 
which then lead to faster delivery. Therefore, the overall performance of manufacturing 
could be increased significantly. 

On the other side, it can enlighten researchers to focus on practical algorithm that 
easy to use in real life where the quality, complexity and computational time are 
balances.  
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1.6 Research Structure  

This research consists of six chapters.  

Chapter 1: Introduction  

This chapter provides the background of the research area and the importance of the 
problem. The research purpose, research objectives, research scope and limitations is 
identified.  

Chapter 2: The permutation Flowshop Scheduling Problem  

The research problem, the permutation flow shop scheduling, is determined in detail in 
Chapter 2 including, the models formulated and well-known objectives to the problem.  

Chapter 3: Well-known approaches for the permutation flowshop scheduling  

In this chapter, the well-known algorithms to solve the permutation flow shop scheduling 
are elaborated. This chapter includes well-known heuristic, metaheuristic and hybrid 
heuristic that has been applied to the problem. 

Chapter 4: Node-based Coincidence Algorithm  

The algorithm to solve research problem is discussed in this chapter, covering the 
characteristic of an algorithm, general procedure and example of an algorithm in 
optimization problem 

Chapter 5: Computational Experiment and Results 

The computational experiment and results are presented in this chapter. The design of 
experiments  such as test instance and user define parameter are determined. The 
proposed algorithm is tested against well-known approaches for the research problem 
and will be analysed in two criteria; CPU time and performance.  

Chapter 6: Conclusion and Future work  

A summary of the research is presented in this chapter, together with limitations of 
research and suggestions for future work 
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 Chapter 2
The Permutation Flowshop Scheduling Problem 

The previous chapter set a background of the research. The purpose of the 
research, objectives of the research, research scope and limitation were identified. The 
need to implement an algorithm to solve the permutation flowshop scheduling problem 
was also highlighted. 

In this chapter, the overview of flow shop and the permutation flowshop 
scheduling problem will be illustrated in order to provide a solid understanding of the 
important of research problem. Moreover, the model formulated and the well-known 
objectives for the problem will be determined. Finally, the complexity of the problem will 
be discussed. 

2.1 Flow shop  

Flow shop is a type of production line that has been widely used in many 
manufacturing and assembly facilities since it can produce variety of products from one 
set of machines. In the flow shop, each job processes on a set of machines in the same 
order so all jobs have to follow the same route. The processing time of each job for each 
machine is different. In addition, the machines are assumed to be set up in series and 
either idle or occupied by only one job at the time with no pre-emption and interruption.  

In the general flow shop, it considers the operation of n job on m machine. It 
assumes that there is unlimited buffer all storage between the machines so all the job 
that has been completed in the upstream machine can be waited at the buffer which will 
not cause the delay or blocking. The manufacturing usually uses general flow shop 
when the size of products that need to process in the machines are physically small 
such as printed circuit boards or integrated circuits, it doesn’t require large space or 
buffer between the machines which is also very easy to be stored at large quantity. 

However, there are other kind of flow shop such as flow shop with blocking or zero-
buffer flow shop, no wait flow shop and hybrid flow shop.  
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2.1.1 Flow shop with zero buffer or blocking flow shop 

The Blocking issue happens when the buffer is full so the job that has been 
completed at the upstream machine cannot be released to the buffer. It needs to remain 
at the upstream machine until the buffer is free which then prevent the next job from 
beginning its processing. Flow shop with zero buffer is often used with the products that 
are physically large such as television set, car or copier require large buffer between 
two machines.  

There are many approaches for blocking flow shop scheduling problem 
including both heuristics and metaheuristics. In heuristics, the constructive Greedy and 
NEH heuristic have been proved to be an effective heuristic to solve a problem[4].  
These heuristic can rapidly yield feasible solution but it needs to trade off with the quality 
of the solution on large scale problem. On the other hand, Metaheuristics have 
proposed to increase the quality such as Genetic algorithm[25] and particle swarm 
optimization[26].    

2.1.2   No Wait flow shop (NWFSP) 

No-wait flow shop is one of flow shop production line where all jobs need to 
process on the machine continuously until completion at the last machine without 
interruption. Therefore, the job on the first machine sometime needs to be delayed to 
ensure that the whole production process meet no-wait restriction[27].  

There are several No wait flow ship application in practical such as chemical 
processing, Steel production and plastic molding. Moreover, No wait flow shop is also 
adapted in the manufacturing to achieve Just In time operation system and robot cells to 
avoid waiting time in the production process[28].  

The parameter for no wait flow shop is similar to general flow shop but it require 
some restriction where the starting time of job ji on machine mi need to be equal to the 
completion time of job ji on the upstream machine mi-1 for each i and j.  
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No wait flow shop has been interested by many researcher and several 
metaheuristics has been proposed to achieve high quality of solution within the 
reasonable time. Genetic Algorithm was proposed by Aldowaisan and Allahverdi in 2003 
[29]. Furthermore, other metaheuristics were also designed and implemented such as 
estimation of distribution algorithm (EDA) [30], Particle Swarm Optimization (DPSO) [31] 
and ant colony optimization (ACO)[32]. 

2.1.3 Hybrid flow shop 

Hybrid flow shop is more complex than other flow shop since it involves parallel 
operation. In Hybrid flow shop, there are a number of stages in series with one or more 
number of identical machine in parallel at each stage. All jobs have to operate in the 
same route through the stage. Therefore, it needs to be focus on not only a permutation 
of jobs for each machine but also the assignment of job and the sequence of job on 
each machine.  

Hybrid flow shop is used in several industrial sector such as glass, paper, steel 
and fabric industries[33].  

This kind of flow shop has attracted several researchers. An example of solution 
approaches of hybrid flow shop are NEH heuristic[4], Tabu search algorithm [34], ant 
colony optimization[35] and quantum-inspired immune algorithm (QIA)[36]. 

2.2 The permutation Flowshop Scheduling Problem 

The permutation flowshop scheduling Problem (PFSP) was presented by Johnson’s 
seminal paper[1]. Since then, it has always been interested by many researchers and 
the number of literatures published to solve this problem has been increasing rapidly. 
Day and Hottenstein has reviewed PFSP in 1970[37]. Then, Dudek investigated the 
problem highlighting the solving problem strategy and diverse optimization criterions. 
Reisman et al [38] also provided a statistic review while comprehensive review and 
evaluation of permutation flow shop heuristic was done by Ruiz and Maroto[9, 39].  

The permutation flowshop is a simple multistage scheduling problem. The model of 
flowshop include a set J of n jobs, J={j1,…jn}, and set K of m machines, K={k1,…,km}. All 
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jobs have to visit to all machines in the same route. The flowshop process is determines 
in Figure 2.1. 

 

 

Figure 2.1  The production process of job sequence 6-2-5-1-3-4 entered to 4 machines 
in the PFSP 

2.2.1 Model Formulation 

n= number of jobs to be process 

m = number of machines in the production line 

J = a set J of n jobs where J={ j1,…, jn}  

K= a set  of m  machines where K={ k1 ,…, km}    

 t k,j = the processing times of job J on machine K and  

C(k,j) = the completion time of job J on machine K.  

 

Thus, the completion time, C(k,j) can be calculated as follows: 

 𝐶(1,1) = 𝑡1,1 (2.1) 

 C(1,j) = C(1,j-1)+t1,j,  j=2,…,n, (2.2) 

 C(k,1) = C(k-1,1) + tk,1,  k = 2,…,m, (2.3) 

 C(k,j) = max{C(k,j-1) ,C(k-1, j)}+ tk,j, (2.4) 

2.2.2 Well-known objectives for the permutation flowshop scheduling problem 

The common objective of PFSP is divided into two main criteria; makespan, total 
flowtime objectives. The makespan is the completion time of the last jobs while flowtime 
is the summation of completion time of each job.  
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Makespan minimization 

The makespan is the classic objective function that has always attracted many 
researchers. It is the finished time of the last job in the schedule. The performance of 
solutions is defined as the duration between the starting time of first job in the first 
machines and the finished time of last job in the last machine.  The makespan criterion is 
well-known to lead to rapid turn-around of jobs, uniform utilization of resources and 
minimization of work-in-process inventory. 

The makespan minimization is described as n/m/P/Cmax. It consists of a set J of n 
jobs, J={ j1,…, jn} and set K of m  machines, K={ k1 ,…, km}    Let t k,j denotes as the 
processing times of job J on machine K and C(k,j) be the completion time of job J on 
machine K.  

Therefore, the makespan is denoted as 

Cmax = C(Km,Jn)  (2.5) 

Total Flowtime minimization 

Total flowtime minimization focus on the total completion time. It has been an 
increasing objective functions for many researchers since minimizing total flow time can 
lead to the reduction in Work In Process (WIP) or in-process inventory and increase 
stability of machine utilization.  

The total flowtime is defined n/m/P/Cj  To calculate total flowtime the completion time 
(makespan) of each job need to be calculated. To calculate the total flowtime, the 
equation is defined as follow: 

TFT=∑ 𝐶[k][m]
𝑛
𝑘=1   (2.6) 

𝐶[k][m] denotes the completion time of job k on the last machine. The completion time of 
job k, 𝑘 ∈ {1,2, … , 𝑛} on the machine i, 𝑖 ∈ {1,2, … , 𝑚} can be denotes as 𝐶[𝑘]𝐼  where 
𝐶[𝑘] 0 and 𝐶[0] 𝑖 = 0.The processing time of job j on machine i is denote to t[k] j. Therefore, 
C[k]j is computed as follows: 

𝐶[𝑘]𝑗  =  𝑚𝑎𝑥{ 𝐶[𝑘]𝑗−1, 𝐶[𝑘−1] 𝑗}  + 𝑡[𝑘] 𝑗   (2.7) 
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2.2.3 An Example of the permutation flowshop Scheduling Problem 

In the automotive parts manufacturing, there is 6 jobs and 4 machines. Each job 
requires different processing time on the machines as input time in Table 1. The best 
solution in term of makespan is obtained from the job’s sequence 6-2-5-1-3-4 with a 
minimum makespan at 322 seconds. 

Job Processing time (tk,j) 

K1 K2 K3 K4 Total processing 
time (s) 

J1 25 45 52 40 162 

J2 7 41 22 66 136 

J3 41 55 33 21 150 

J4 74 12 24 48 158 

J5 7 15 72 52 146 

J6 12 14 22 32 80 

Table 2.1 The  Processing  Time Of Jobs on the  Machines 
2.2.4 Complexity of Flowshop Scheduling Problem 

In a small problem where the machine number is less than 3, flow shop can be 
solved optimally. Since 1954, Johnson has proposed Johnson’s algorithm to solve 
flowshop scheduling problem in 2 and 3 machines which can guarantee optimal[1]. 
However, many researchers has been proved that flowshop scheduling problem is np-
hard problem when the number of machine is higher than 2 machines where it is 
extremely difficult to find the optimal result for all variables within a tolerable computation 
time since the run-time grows exponentially when the number of variables is increased, 
as when adding more machines.  

For the flowshop scheduling problem (FSSP), the job can either process in all 
machine or pass another when the machine is busy and there is a queue so it may not 
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operate as first come first serve or no always need to follow the job sequence. In this 
case, the permutation of jobs for every machine can be scheduled in (𝑛!)𝑚 solutions 
where n is the number of job and m is the number of machine. Hence, the maximum 
solutions can be extremely large even in a small instance. For example, in 10x10 
instance, the maximum number of possible solutions is (10!)10 = 3.96 × 1065.  

On the other hand, in the permutation flowshop scheduling problem(PFSP), passing 
any jobs is not allow to simplify and reduce the solution’s possibility into (n!). However, 
Garey et all [2] was proved that the permutation flowshop scheduling is also be strongly 
np-hard when the number of machine exceed 3 machines.  

Therefore, it is very important to limit search space to only best solutions by 
identifying the characteristics that optimal solution possess and focus only the sequence 
that contain those characteristics.  

2.3 Conclusion 

This chapter provides a solid understanding of flow shop and the permutation flow 
shop scheduling problem. Although there are several kind of flow shop, This research 
focuses on the classic flow shop which is permutation flowshop scheduling problem in 
makespan minimization.  

It is clear that the permutation flowshop scheduling has interested many 
researchers and many literate has reviewed the methods to solve the problem. Since the 
PFSP is np-hard, the methods need to consider both computational time and quality of 
solutions.  

In the next chapter, the well-known approaches for the permutation flowshop 
scheduling problem with makespan minimization will be illustrated. The stage of art of 
each method and its advantage and disadvantage will be discussed.   
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 Chapter 3
Solution Approaches for the Permutation Flowshop Scheduling Problem 

In this chapter, some well-known methods to solve PFSP will be described. The methods 
are as follows: 

1. Two heuristic approaches: NEH and Greedy heuristics, 

2. Two metaheuristic approaches: Any Colony System and Coincidence Algorithm 
and Hybrid Metaheuristic algorithm. 

In addition, the strength and weakness of these methods will be also discussed in detail. 

3.1 Heuristics 

Heuristic is a category of problem solving approaches which are not guaranteed 
globally optimal solutions. However, these approaches were created to satisfy some 
acceptable goals. 

3.1.1 The NEH Heuristic 

NEH algorithm [4] is a heuristic approach to solve PFSP proposed by Nawaz, 
Enscore and Ham in 1983. The objective of this algorithm is to minimize the makespan 
of the problem by iteratively taking new jobs into consideration. The main idea of this 
heuristic is that the high priority should be given to the job with more total processing 
time on all machine. In 1984, the performance of this algorithm was discussed by Park 
et. al. [40]. In addition, there are also some researches which consider this algorithm to 
be an efficient way for makespan minimization [8, 28]. 

Let 𝐽1, 𝐽2, 𝐽3, … , 𝐽𝑛 are 𝑛 jobs to be considered in PFSP on 𝑚 machines and 𝑃𝑖𝑘 is the 
processing time of job 𝑘 on machine 𝑖 where 𝑖 = 1, 2, … , 𝑚 and  𝑗 = 1, 2, … , 𝑛. Briefly, 
NEH algorithm can be explained simply by these 3 steps as follows: 
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1. Step1: sort the jobs as a non-increasing sequence according to their total 
processing time. 

To begin with, the total processing time 𝑇𝑘  of each job is calculated as: 

 

𝑇𝑘 = ∑ 𝑃𝑖𝑘
𝑚
𝑖=1   (3.1) 

 Then all jobs 𝐽1, 𝐽2, 𝐽3, … , 𝐽𝑛 are to be sorted to 𝐽′1, 𝐽′2, 𝐽′3, … , 𝐽′𝑛 in the way that 
𝑇′1 ≥ 𝑇′2 ≥ 𝑇′3 ≥ ⋯ ≥ 𝑇′𝑛. 
 

2. Step 2: schedule first two jobs (which have two highest total processing times) to 
minimize the makespan as if there are only these two jobs. 

In this step, only 𝐽′1 and 𝐽′2 are considered. The makespan of the sequence 𝐽′1 − 𝐽′2 
and 𝐽′2 − 𝐽′1 are calculated. The one with the minimum value of makespan will be 
selected. Please note that the relative order between 𝐽′1 and 𝐽′2 will remain 
unchanged in the output (i.e. 𝐽′1 before 𝐽′2 or 𝐽′2 before 𝐽′1). 
3. Step 3: iteratively take new job into consideration one at a time (from 𝑘 = 3 to 𝑛) 

according to the sequence obtained from step 1. 
Each 𝐽′𝑘  is iteratively taken into consideration in order. To put it simply, 𝐽′𝑘  is inserted 
into the previous selected sequence of length 𝑘 − 1 in each possible position. For 
each insertion, its makespan is calculated. The sequence with the minimum 
makespan is selected. Then, the algorithm proceeds to its next iteration. 

 
The complexity of this approach depends on the number of makespan computations. In 
step 2, makespan is computed two times. In step 3, for each 𝑘𝑡ℎ iteration, makespan is 
to be computed 𝑘 times. Therefore, the number of makespan computation is: 

2 + 3 + ⋯ + 𝑛 =  
𝑛(𝑛+1)

2
− 1   (3.2) 

In other words, the complexity of this algorithm is 𝑂(𝑛2). 

Overall, the advantage of the NEH algorithm is that it can give reasonable results 
using only easily implemented algorithm. However, as discussed above, the 
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computational complexity can be unacceptable or the output can be even far from the 
optimal solution when the number of jobs is high. 

3.1.2 Greedy Heuristic 

In 2012, M. Ancau proposed two heuristic approaches based on greedy concept 
for PFSP [29] which are the constructive greedy heuristic (CG) and the stochastic 
greedy heuristic (SG). In this subsection, only stochastic greedy heuristic approach will 
be described as it was shown by the author that this approach is likely to give better 
solutions. 

Constructive Greedy Heuristic (CG) 

The constructive heuristic algorithm (CG) generates a job's sequence using 

two lists called job list and optimal schedule. A job list consist of n elements 

(j1; j2; :::; jn). Firstly, a pair of jobs from the job list will be selected and arranged 

to find the minimum completion time passing to the optimal schedule. Then, 

repeat the first step, however either increase the selected elements to k(n-k-1), 

k is the number of rounds, or pass to the optimal schedule in the relative position 

that minimize completion time. 

Stochastic greedy heuristic (SG) 

In the stochastic heuristic (SG), the job list consists of n random job's elements. 

In detail, stochastic greedy heuristic approach can be described as follows: 

1. Randomly generate a permutation of jobs, 𝐽𝜋1
, 𝐽𝜋2

, 𝐽𝜋3
, … , 𝐽𝜋𝑛

. 

2. Pick 𝐽𝜋1
 and 𝐽𝜋2

 as the starting positions for an optimal sequence. Their relative 
position is also adjusted to minimize the makespan.  

3. Select the next candidate 𝐽𝜋3
 and its relative position to be placed on the optimal 

sequence which minimize the makespan among all possible positions. 

4. Repeat step 3 fo𝐽𝜋4
, 𝐽𝜋5

, … , 𝐽𝜋𝑛
r  to obtain an instance of the optimal sequence. 
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5. Repeat step 2 - 4 by using𝐽𝜋𝑖
  and  𝐽𝜋𝑖+1

 as the starting positions where 𝑖 is an 
integer in range [2, 𝑛 − 1]. 

6. Repeat step 1 - 5 for 𝑠𝑚𝑎𝑥  times while keeps tracking of the best optimal 
sequence. Finally, the one with the minimum makespan is returned. 

As confirm by the experiment [29], this approach provides better results compared 
to the result from NEH algorithm significantly. However, the drawback of this approach is 
its longer time consumption. 

3.2 Metaheuristics 

In the previous section, some heuristic approaches related to PFSP were 
presented. Notice that, heuristic approaches are problem-dependent approaches which 
cannot be adapted to other problems. In this section, some metaheuristics approaches, 
which are problem-independent approaches, will be described.  

3.2.1 Ant Colony System 

This idea was first introduced by Dorigo [41] . Then, in 2004, Rajendran proposed a 
variation of Ant Colony Optimization (ACO) application for PFSP [19] which is extended 
from the M-MMAS algorithm proposed by Stutzle in 1998  [21].  

The general concept of ACO is based on the behaviour of how ants build and 
find their optimal paths. This mechanism is guided by a chemical substance called 
pheromone. Briefly, the algorithm will be executed back and forth between path 
generation phase and pheromone update phase. Each position along the way from the 
start to end positions are associated with their pheromones (in [19], these are called trail 
intensities). In the path generation phase, a path is generated based on those trail 
intensities. When the generation is completed, its value of objective function of the path 
will be computed. The value is then used in the pheromone update phase to make the 
next path generation phase likely to generate optimal solutions. Figure 3.1 illustrate a 
behaviour of ants in searching for the shortest path from nest to food source 
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Figure 3.1 Ant's behavior when searching for food source 
 
The mentioned approach proposed by Rajendran is called PACO [19]. Regarding to the 
approach, the path of ants or seed sequence is treated as the sequence of jobs. The 
sequence is to be iteratively updated through the ACO process. The algorithm can be 
briefly described as follows (More detail can be found in [19]): 

1. Initialize seed sequence using the solution from NEH algorithm mentioned in 
section 3.1.1. 

2. Refine the initial seed sequence using the following job-index-based local 
search procedure three times: 

a) For each job index 𝑖, insert the job in each other possible positions while 
keep the relative positions of other jobs to be the same. 

b) Choose the best sequence to update the current seed sequence. 

c) Repeat the above step for all possible values o 𝑖 f (all jobs). 

3. Initialize each trail intensity 𝜏𝑖𝑘 (the desire of placing job 𝑖 in position 𝑘). 

4. Construct a new ant-sequence by selecting jobs from the unscheduled lists in 
order from the positions 1 to 𝑛. The selection is done according to a uniform 
random 𝑢 ∈ [0,1], 

a) If 𝑢 ≤ 0.4: the first unscheduled job in the best sequence is selected. 
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b) Else if 𝑢 ≤ 0.8: a job with maximum value o𝑇𝑖𝑘f  among the first five 
unscheduled jobs in best sequence is selected. 𝑇𝑖𝑘 can be computed by: 

𝑇𝑖𝑘 = ∑ 𝜏𝑖𝑞
𝑘
𝑞=1  (3.3) 

 

c) Else: a job is selected according to the probability distribution: 

 

𝑝𝑖𝑘 =
𝑇𝑖𝑘

∑ 𝑇𝑙𝑘𝑙
 (3.4) 

 

, where 𝑙 is a member of the set of all indices the first five unscheduled jobs 
in best sequence. 

5. Refine the generated sequence using the job-index-based local search 
procedure three times. 

6. Update each trail intensity 𝜏𝑖𝑘  according to the generated sequence. 

7. Repeat the step 4 – 6 for a certain number of times (e.g. 40). 

8. Final best sequence is then refined by job-index-based swap scheme. 

The ACO algorithm was shown to be an effective algorithm. The main advantage is 
that the reasonable solution can be generated only within a small amount of time. 
However, the drawback of this approach is that the result is highly depended on the 
parameters setting. 

3.2.2 Coincidence  Algorithm 

Coincidence algorithm (COIN) was introduced by Wattanapornphom et al in 2009 
[42]. It is one of the evolutionary algorithm that use source of model to incremental 
learning from the previous candidate solution. Specially, COIN is not only train the data 
from positive feedback but also use negative feedback to avoid bad building block and 
reduce search space to focus only good solutions.  
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The algorithm consists of 6 steps. It is simply starts with initialize parameters and the 
joint probability matrix, H. Each element, Hxy, in the matrix denotes to the probability of 
y found in the absolute position x. Then, the candidate solution is generated in 
sequence to ensure that only valid permutations are sampled.  In the third step, the 
candidate solution is evaluated by its objective or fitness value. All candidates are 
sorted from best to worst solution and divided into two groups of candidates, better 
group and worst group from the top and bottom C% of the rank. Then, the joint 
probability matrix is updated from these two groups as reward and punishment in the 
fifth step. Finally, repeat all steps until the termination condition is met. Figure 3.2 shows 
the process of NB-COIN.  

 

 

Figure 3.2 General procedure of Coincidence Algorithm 
The complexity of COIN relies on the problem and candidate size in each 

generation. In the initialization stage, the complexity is 𝑂(𝑛2). Population sampling 
require computational time at 𝑂(𝑚𝑛2) with 𝑂(𝑚𝑛) space while Sorting and Candidate 
selection consumes 𝑂(𝑚𝑙𝑜𝑔𝑚) and the update stage requires 𝑂(𝑚𝑛2). 
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The performance of COIN and NB-COIN was proven in many combinatorial 
optimization problems including path finding [42], production line sequencing and 
balancing [43], and puzzle [44, 45].  It is proved to be an effective algorithm that 
provides good quality solutions within small amount of computational time and 
resources. Also, the implementation of COIN is simple and require only a few user 
define parameters. Therefore, while other methods tend to either consume a lot of 
computational time and use complex operation to achieve high quality of solutions or 
use small amount of resources but provide lower quality, COIN becomes an alternative 
simple method which can provide competitive solutions in using less resources and 
time.   

3.3 Hybrid Metahuristics Algorithm 

The hybrid metaheuristic approaches are the approaches which combine 
metaheuristic approaches with other optimization techniques such as local search.  

An example of metaheuristics approaches is the method proposed by Zobolas [23] 
in 2009. The method is based on well-known Genetic Algorithm (GA) [15, 16] and 
Variable Neighbourhood Search (VNS) [46]. Briefly an overview of the procedure of this 
approach is as follows: 

1. Initial population generation: As the same as in traditional GA algorithm, the first 
step is to initialize the population. Let 𝑖_𝑝𝑜𝑝 is the size of population, initial 
population can be partitioned as follows (the parameter 𝑎 is a real number 
between 0 and 1): 

2. solution obtained from NEH [47], 

a) 1 solution obtained from CDS [6], 

b) 1 solution obtained from Palmer [5], 

c) 1 solution obtained from Gupta [48], 

d) 𝑖_𝑝𝑜𝑝 ∗ 𝑎 − 4 solutions sampled from GRNEH (Greedy Randomized 
procedure based on the NEH heuristic) and  
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e) 𝑖_𝑝𝑜𝑝 ∗ (1 − 𝑎) solutions generated randomly. 

3. Population improvement: In this step, the population is updated in the manner of 
traditional GA. The detail of each phase is as follows: 

a) Tournament selection approach proposed in [49] is used for parents 
selection, 

b) Crossover is done by the two-point crossover (version I) proposed by Murata 
[33], 

c) Shift mutation operators proposed in [50]is also applied. 

4. Intensification phase using VNS: In this step, shaking function is to be processed 
in order to avoid locally optimal issues (i.e. a solution selected for intensification 
is replaced with the best solution from another neighbourhood if some criterion 
are met). 

5. Population renewal: To avoid local optima, ages of the solutions are also taken 
into consideration. Some old solutions are to be replaced with respect to some 
random factors. 

6. Repeat step 2 – 4 for 𝑡_𝑚𝑎𝑥 times 

This approach performs quite well in some cases such as when the number of jobs 
is low (less than 50). Anyway, there is also a drawback of this approach that the 
computational speed is still low. 

3.4 Conclusion 

In this chapter, some state of the art approaches to solve PFSP was discussed 
including heuristic, metaheuristic and hybrid heuristic.  

Firstly, heuristic approaches were presented. NEH algorithm is simple algorithm 
and can give a good approximation for the optimal solutions. However, its computational 
complexity is high and, it can subject to local optima issues. Moreover, the heuristics 
approach based on stochastic and constructive greedy heuristics is also illustrated.  
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Even though it can generate better solutions compare to NEH, it still takes long time to 
process. Then, two metaheuristic approaches were presented. PACO algorithm for 
PFSP was proved to be efficient algorithm but its problem is the sensitivity with 
parameter setting. Alternatively, Coincidence algorithm can be used which can provide 
a good quality of solution using small amount of resources. Finally, a hybrid 
metaheuristic approach was presented. It is a combination of GA and VNS approaches. 
However, its computational complexity is still high. 

Next chapter will identify the methodology of the research which is Node based 
Coincidence Algorithm. The characteristic of the algorithm will be discussed together 
with its advantages and disadvantages. Then the procedure of the algorithm for the 
PFSP with makespan minimization will be determined.  
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 Chapter 4
Node-Based Coincidence Algorithm 

In the previous chapter, the well-known approaches for the permutation 
flowshop scheduling problem were determined. It includes both heuristics, 
metaheuristic and hybrid metaheuristics approaches. The advantage and disadvantage 
of each approach solution was identified.  

As discussed in the previous chapter, there is always a trade-off between the 
complexity of the solution approach, computational time and the quality of the result. 
The higher complexity of the algorithm tends to contribute better quality of results and/or 
consume longer computational time. Therefore, it is worth looking for solution 
approaches that able to provide acceptable solution with a simple implementation in a 
short period of time.  

This chapter will introduce new alternative approach for the permutation flowshop 
scheduling problem called Node-based Coincidence Algorithm which is used as a 
methodology of this research. The characteristic of the algorithm will be discussed to set 
the solid understanding of the algorithm and its applications. In addition, the general 
procedure of the algorithm on the PFSP with makespan minimization will be explained in 
details.  

4.1 Characteristic of Node-based Coincidence Algorithm 

Node Based Coincidence Algorithm(NB-COIN) is adapted from Coincidence 
Algorithm(COIN) proposed by Wattanapornprom W. et al. in 2009 [42]. Both COIN and 
NB-COIN belongs to Estimation of Distribution Algorithm(EDA) class [22] that 
represented the model in joint probability matrix as Markov Chain where the candidate 
solutions are developed by using model or knowledge extracted from previous 
candidate solutions. The main characteristic of these algorithms is the incremental 
learning from both good and bad solutions to avoid bad building block and expand 
more diverse solutions. However, instead of representing the element as an adjacent 
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pair called coincidence in the traditional COIN, NB-COIN adopts the node based 
representation from Node Histogram Sampling Algorithm  (NHBSA) [51] where each 
element denotes as an independent node.  

There are many advantages of NB-COIN. First, it is an algorithm that easy to 
implement or replicate. It neither contains complex operation nor requires advance 
mathematic formulation. Furthermore, NB-COIN can provide good quality of solutions 
using small amount of computational time due to its incremental learning. Moreover the 
algorithm learns from both positive and negative knowledge.  

 The performance of NB-COIN was proven in many combinatorial optimization 
problems including flowshop scheduling problems with total flowtime minimization[52] 
and order acceptance problems [53].  In the flowshop scheduling problems with total 
flowtime minimization, it is proved to be an effective algorithm that can provide a good 
quality of solutions with an average of 1.7% different from the best known result. 
Moreover, the performance of NB-COIN in order acceptance problem is also 
competitive with other metaheuristic algorithms such as Genetic Algorithm and NHBSA.   

4.2 General Procedure of NB-COIN for the PFSP 

In the permutation flowshop scheduling problem, the population or candidate solution of 
NB-COIN represents the sequence of jobs. The objective function or fitness value is the 
time from the starting of the first job until all jobs completed. The detail of each stage 
can be explained as follow: 

4.2.1 Initialization  

In this step, the joint probability matrix H(X,Y) is generated. The matrix consists of 
n×n elements where n is the number of the jobs waiting to enter flowshop production 
line. Each column(Y) present the probability of job Y in the position X of job sequence. 

To make a fair start, all elements contain the same probability at 
1

𝑛
. The joint probability 

matrix in the initialize stage is shown in Fig. 4.1.  
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Figure 4.1 The joint probability matrix based on the problem size of 5 
  

4.2.2 Population Sampling 

There are three steps to generate a job sequence in NB-COIN. First, a sequence of 
job position is randomly generated. Then, the job sequence (Y) is sampling from the 
position’s sequence until desired population size is reached.  

Figure 4.2 presents an example of probabilistic model and the population sampling 
process. In this example, the position’s sequence is sampled as  

𝑋2 − 𝑋4 − 𝑋1 − 𝑋5−𝑋3 
 

 

Figure 4.2 The example of solution and its probabilistic model 
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4.2.3 Population Evaluation 

 

To calculate the fitness value, makespan (C(Km,Jn)), the candidate solution is 
examined using the formula 2.1-2.5 mentioned in Chapter 2.  

The calculation can by using the tabl 𝑛 × 𝑛 where n is the number of job to calculate 
the completion time C(Km,Jn) where K is a set of machine and J is a set of job. Figure 4.3 
show a table for makespan calculation.  

 

 

Figure 4.3 Makespan table 

4.2.4 Candidate Selection 

According to the special characteristic of NB-COIN, it trains the population from 
both positive and negative knowledge. The algorithm sorts the population from best to 
worst by their fitness value. Then, the two sub-population groups, good and poor 
population, are selected to update the joint probability matrix. The size of sub-population 
groups denoted by the selection pressure(C%).  

 

4.2.5 The matrix update 

The joint probability matrix H(X,Yj) is updated by rewarding good solutions and 
punishing poor solutions. To reward the good solutions, the probability of node XiYj is 
increased by 𝑘

𝑛
 while other nodes in the same row Xi are decreased by 𝑘

𝑛²
.  The 

parameter k is the learning step, n is the problem size and rij denotes the total number of 
good coincidence Hij. The reward equation is shown below. 

 

𝐻𝑖𝑗(𝑡 + 1) = 𝐻𝑖𝑗(𝑡) +
𝑘

𝑛
(𝑟𝑖𝑗(𝑡 + 1)) −

𝑘

𝑛2 (∑ 𝑟𝑖𝑗
𝑛
𝑖=1 (𝑡 + 1) (4.1)  
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On the other hands, the poor candidates are punished by scattering the probability 𝑘

𝑛²
 

to other node in the same row where k is learning step and n is the size of problem. Pij is 
the total number of coincidence from the poor solutions. The punishment equation is 
illustrated as follow 

 

𝐻𝑖𝑗(𝑡 + 1) = 𝐻𝑖𝑗(𝑡) −
𝑘

𝑛
(𝑝𝑖𝑗(𝑡 + 1)) +

𝑘

𝑛2 (∑ 𝑝𝑖𝑗
𝑛
𝑖=1 (𝑡 + 1)   (4.2)                                     

There are two main important parameters in the matrix update stage; learning step k 
and the minimum probability value in the joint probability matrix H(X,Yj). The learning 
step, k in NB-COIN  is a very important parameter that contributes directly to the quality 
of the result. High learning step can fasten the learning rate and increases the speed to 
get good quality of result but it trades off with the lower diversity of solutions.  Moreover, 
the minimum probability value in the joint probability matrix H(Xi,Yj)  need to be set to 
ensure that the probability of any element is higher than 0 so there is still an opportunity 
to sampling population from any elements in the matrix.  

For the permutation flowshop scheduling problem, the diversity of solution is very 
important to avoid local trap of optima. Therefore, it is better to use small amount of 
learning step (less than 0.05) to maintain the diversity of solutions and increase the 
change to escape from local trap of optima. 

4.3 Conclusion 

This chapter has provided an overview of research methodology, the Node-based 
Coincidence Algorithm. The characteristic of the algorithm has been identified. The 
advantages of the algorithm have been discussed together with successful examples of 
its application in other combinatorial optimization problems. Finally, the procedure of 
NB-COIN has also explained in details.  

According to the discussion in this chapter, NB-COIN is a competitive method that 
is easy to implement and able to provide high quality of solutions. It uses simple 
probabilistic matrix to generate solutions and updates the solution by using both good 
and bad samples to improve solutions and avoid bad solutions and it also reduces 
search space.  
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In the next chapter, Node-based Coincidence Algorithm will be used to solve the 
permutation flowshop scheduling problem and compared its performance against well-
known approaches mentioned in Chapter 3.  
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 Chapter 5
Computational Environment and Results 

The previous chapter discussed the methodology of the research, Node-based 
Coincidence algorithm. The characteristic of the algorithm, its advantages and 
disadvantage is determined. Also, the procedure of NB-COIN on the permutation 
flowshop scheduling problem was illustrated. 

This chapter will identify the computational experiment and discusses the 
computational result.  To begin with, the design of computational experiment such as 
computer resources, the test instance and parameter setting will be shown. Then, the 
result of the research will be provided and discussed in details to test the effectiveness 
of the research methodology.  

5.1 Design of computational Experiment 

The proposed algorithm, Node Based Coincidence Algorithm(NB-COIN), was 
coded in C++ and run on MS Windows 7 using Intel Core i5 450M, 2.40GHz and 4GB of 
RAM.  

5.1.1 Test Instance 

This research uses 40 instances of Taillard benchmark[8] where the number of job 
𝑛 ∈ {20,50} and the number of machine 𝑚 ∈ {5, 10, 20}.  

Therefore, the test instance were selected and represented in four sets; 20×5, 
20×10, 20×20, and 50×5, to determine the efficiency and performance of NB-COIN in 
the PFSP. Each set consist of 10 instances. 

5.1.2 User Define Parameter 

There are several parameters that need to be defined for NB-COIN. For this 
research problem, the parameters have been set up and shown on table 5.1.  
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Parameters Value 

Population Size 500-1000 

Generation Size 100-300 

Cutting percentage (C%) 5-10% 

Learning Step K (<0.05) 

Maximum probability  0.8 

Minimum probability  0.1*(1/Population size-3); 

Table 5.1 Parameter setting for NB-COIN on PFSP 
5.2 Results 

The proposed algorithm was tested according to two different criteria; 
computational time and performance. 

5.2.1 Computational time 

The CPU time obtained from NB-COIN were compared against the powerful 
metaheuristics such as ant colony systems[18] and the hybrid metaheuristic proposed 
by G.I. Zobolas[23] in 2009. For the CPU time, 5, 15, 25 and 100 seconds were 
allocated to four sets; 20×5, 20×10, 20×20 and 50×5.  In Table 5.2, the results obtained 
from all groups of instance are summarized. The computational time of NB-COIN is 
superior when the number of job is 20 especially in 20×5 instance. It is twice faster than 
the hybrid metaheuristic and the ACS in 20×5 problem. Furthermore, the speed of 
hybrid metaheuristic is slower than NB-COIN by 5 and 15 seconds in 20×10 and 20×20 
while the proposed algorithm is slightly slower than the ACS problem by 3 seconds and 
9 seconds. However, the computational speed of NB-COIN decreases when the number 
of job exceeds 50.   
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Instances CPU time (Second) 

Hybrid Metaheuristic ACS NB-COIN 

20×5 10 11 5 

20×10 20 12 15 

20×20 40 16 25 

50×5 25 44 100 

Table 5.2 The computational speed 
 

Since the permutation flowshop scheduling problem is np-hard. It is clear that 
the computational time of NB-COIN increases exponentially  when the number of 
machine increases. It can be seen that the computational speed of NB-COIN is sensitive 
to the number of job more than the number of machine. From figure 5.1, the number of 
job creates a huge impact on the computational time of NB-COIN. When increasing the 
number of machine, the computational speed of NB-COIN is slower by few seconds but 
the speed is change dramatically when the number of job is increased.  

 
Figure 5.1 The graph shows computational time consumed by NB-COIN over other 

compared metaheuristics 
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5.2.2 The Performance Analysis 

In this section, the solutions acquired from NB-COIN were tested on the Taillard 
benchmark against the upper bound. Although NB-COIN achieved the upper bound 
only a few solutions, it is essential to mention that NB-COIN runs on the PC and find the 
high quality solution in short CPU time while  the upper bound are generally generated 
by branch and bound techniques and runs on a powerful workstations for extended time 
periods.  

Moreover, the performance of NB-COIN was measured by the quality of solution. It 
is the percentage of gap between the makespan from our algorithm and the upper 
bound(UB) of Taillard. Each instance was run 5 times. To calculate is the percentage of 
gap, the equation is shown as follow; 

 

𝐺𝑎𝑝 (%) =
𝐶𝑚𝑎𝑥−𝑈𝐵

𝑈𝐵
× 100                                                        (5.1) 

 
 

The results of three comparison methods; NEH, CG and SG are adopted from 
the original paper proposed by Nawaz et al. [4] and M. Ancau[29] to compare against 
NB-COIN. Overall, we found that NB-COIN performs far better than the NEH and the 
constructive greedy in all problem sizes while it is slightly superior the SG in the small 
size of problem (20×5). Moreover, NB-COIN provides a wide variety of solution that 
share the same quality.  

Table 5.3 shows the result of  20×5 instance. NB-COIN not only found an 
optimum solution but the average gap is also a lot lower than both NEH and CG. 
However, comparing with SG algorithm, the average gap is a bit higher but NB-COIN 
performs better in term of the number of good solutions.  
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The quality of solutions in the 20×10 and 20×20 problem are shown in Table 5.4 
and Table 5.5. Since the performance of CG and SG algorithm for the instance where m 
∈ {10,20} are not report by M. Ancau[29], NB-COIN is solely tested with the NEH. The 
results show that the average gap of NB-COIN is over triple times better than the NEH in 
both size of problems.  

Instances UB NEH NB-COIN 
Gap% 

 
NEH NB-COIN 

Ta011 1582 1680 1599 6.195 1.074 

Ta012 1659 1729 1679 4.219 1.205 

Ta013 1496 1557 1518 4.077 1.471 

Ta014 1377 1439 1392 4.502 1.089 

Ta015 1419 1502 1433 5.850 0.987 

Ta016 1397 1453 1417 4.008 1.432 

Ta017 1484 1562 1513 5.256 1.954 

Ta018 1538 1609 1575 4.616 2.406 

Ta019 1593 1647 1608 3.390 0.942 

Ta020 1591 1653 1617 3.897 1.634 

 
Average 4.601 1.419 

Table  5.4 Performance comparison of Taillard’s 20×10 instance 

Instances UB NEH CG SG NB-COIN 
Gap% 

 
NEH CG SG NB-COIN 

Ta001 1278 1286 1286 1278 1294 0.626 0.626 0 1.252 

Ta002 1359 1365 1367 1366 1363 0.442 0.589 0.515 0.294 

Ta003 1081 1159 1141 1097 1090 7.216 5.550 1.480 0.833 

Ta004 1293 1325 1358 1306 1304 2.475 5.027 1.005 0.851 

Ta005 1235 1305 1301 1244 1244 5.669 5.344 0.729 0.729 

Ta006 1195 1228 1224 1210 1210 2.762 2.427 1.255 1.255 

Ta007 1239 1278 1264 1251 1251 3.148 2.018 0.968 0.968 

Ta008 1206 1223 1268 1206 1206 1.410 5.141 0 0 

Ta009 1230 1291 1277 1253 1253 4.959 3.821 1.870 1.870 

Ta010 1108 1151 1144 1117 1120 3.880 3.250 0.812 1.083 

Average 3.258 3.379 0.863 0.913 

Table 5.3  Performance comparison of Taillard’s 20×5 instance 
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Instances UB NEH NB-COIN 
Gap% 

 
NEH NB-COIN 

Ta021 2297 2410 2323 4.919 1.132 

Ta022 2099 2150 2119 2.430 0.953 

Ta023 2326 2411 2349 3.654 0.989 

Ta024 2223 2262 2242 1.754 0.855 

Ta025 2291 2397 2314 4.627 1.004 

Ta026 2226 2349 2243 5.526 0.764 

Ta027 2273 2362 2300 3.915 1.188 

Ta028 2200 2249 2235 2.227 1.591 

Ta029 2237 2320 2276 3.710 1.743 

Ta030 2178 2277 2200 4.545 1.010 

 
Average 3.731 1.123 

Table 5.5 Performance comparison of Taillard’s 20×20 instance 

As seen in Table 5.6, NB-COIN performs very well in Taillard’s 50×5 instance. It 
is clear that the SG provides slightly better results in this size of problem. However, NB-
COIN found more optimum solutions than SG and has lower average gap than both the 
NEH and CG algorithm. In addition, in each instance, although the average gap of SG 
algorithm is slightly lower than NB-COIN but the SG consumes more CPU time at almost 
double.   
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Instances UB NEH CG SG NB-COIN 
Gap% 

 
NEH CG SG NB-COIN 

Ta031 2724 2733 2761 2724 2724 0.330 1.358 0 0 

Ta032 2834 2843 2889 2848 2848 0.317 1.941 0.494 0.494 

Ta033 2621 2640 2674 2622 2640 0.725 2.022 0.038 0.725 

Ta034 2751 2782 2782 2782 2771 1.127 1.127 1.127 0.727 

Ta035 2863 2868 2908 2863 2863 0.175 1.572 0 0 

Ta036 2829 2850 2863 2840 2835 0.742 1.202 0.389 0.212 

Ta037 2725 2758 2781 2732 2739 1.211 2.055 0.257 0.514 

Ta038 2683 2721 2780 2701 2704 1.416 3.615 0.671 0.783 

Ta039 2552 2576 2595 2562 2565 0.940 1.685 0.392 0.510 

Ta040 2782 2790 2787 2784 2782 0.287 0.180 0.072 0 

 
Average 0.727 1.676 0.343 0.396 

Table 5.6 Performance comparison of Taillard’s 50×5 instance 

Overall, it is clear that 10% of the solution found by NB-COIN is likely to be an 
optimal solution with 0% from upper bound where 3 out of 4 solutions are found in large 
instance (50x5). The gap averaging over all test instances is 0.96% from the upper 
bound. Figure 5.2 show the gap percentage of NB-COIN from the optimum value or 
upper bound in 4 set of test instances.  

 

 

Figure 5.2 The performance of NB-COIN in term of gap % from upper bound 
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5.3 Conclusion 

This chapter presented the computational environment and result for NB-COIN in 
the permutation flowshop scheduling problem. The proposed method was tested on a 
set of 40 Taillard instance. The experiment results are compared with powerful heuristics 
and metaheuristic such as Ant Colony system, NEH and constructive and stochastic 
greedy.  

The results show that NB-COIN is an effective algorithm that can provide optimal 
solutions by 10% of the test instances. Moreover the average gap between the solutions 
and upper bound is also very low at 0.96%. The computational time of NB-COIN is also 
short which outperforms well-known complex algorithms such as ant colony system and 
hybrid metaheuristics in the small instance. However, the computational time of COIN is 
sensitive to the number of job so the computational time is increased dramatically when 
increasing the job number.   

The next chapter will draw a conclusion of this research as well as provides a 
suggestion for future work.  
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 Chapter 6
Conclusion and Future Work 

The previous chapter presented the experimental design and computational 
result of this research.  

This chapter will provide an overall conclusion to the research, based on the 
objective that has been achieved. The future work will also be suggested.  

6.1 Conclusion 

 

In this research, Node-based Coincidence algorithm was implemented and tested 
on the problem to find optimum solutions in the makespan minimization of the 
permutation flowshop scheduling.  

The permutation flowshop scheduling problem is proved to be np-hard problem 
when the number of machine is higher than 2 machines. It is very difficult to find an 
optimal solution since the computational time will increase exponentially when the 
number of machine increases. Therefore, it is necessary to use heuristic or metaheuristic 
to solve the problem.  

NB-COIN adopts an idea of incremental learning from the estimation of distribution 
Algorithm which belongs to Evolutionary algorithm class. It makes use of positive and 
negative knowledge to rapidly improve the solution. With this negative feedback, NB-
COIN can reduce solution search space to focus only on good sampling. Also, the 
procedure of NB-COIN is very simple with only a few user defined parameters  so it is 
very easy to replicate and implement.  

On the experiment and results, NB-COIN is tested  with a set of 40 Taillard 
instances and proved to outperform heuristic such as NEH and Greedy (CG and SG), 
the metaheuristic such as ant colony system and hybrid metaheuristic. The proposed 
method was tested in two criteria, computational time and performance.  
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1. The computational time  

In this criteria, NB-COIN outperforms At Colony system and Metaheuristic in 
small instances where the number of job is 20 jobs. However, the computational 
time of NB-COIN will be far higher than these two algorithms when the number of 
job increases to 50.  

2. Performance  

The performance of NB-COIN is tested with NEH and greedy heuristics. The 
experiment shows that NB-COIN successfully achieves 4 optimal solutions which 
is 10% of the instance.  Other the solutions of NB-COIN are also very close to the 
optimal value, at only 0.96% from the upper bound in average.   

Hence, NB-COIN is an outstanding method that is easy to apply in the real world 
situation where computational time and quality solution is preferred. 

.  

6.2 Future Research 

This research can be expanded and improved in the future work in various ways. 

1. Implement NB-COIN in other flow shop scheduling problem 

There are many flow shop scheduling problems such as blocking flowshop 
scheduling problem, no wait flowshop scheduling problems and hybrid floshop 
scheduling problems. Since NB-COIN has proved to be an effective tool for the 
permutation flowshop scheduling problems, it is worth trying on other kind of flow 
shop problems.  

2. Implement NB-COIN in other scheduling problems. 

NB-COIN also can be implemented and tested in other scheduling problems 
such as job shop scheduling problems and multi-processing scheduling 
problems.  

3. Consider multi-objective in the permutation flowshop scheduling problems. 
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Some researchers consider 2 to 3 objectives on the permutation flowshop 
scheduling problems in order to cope with the practical environment where only 
1 objective is not enough.  Therefore, it is interesting to test NB-COIN on the 
multi-objective problems such as the combination of flow time and make span 
minimization.  

4. Combine NB-COIN with some source of local search or convert to hybrid COIN.  

The performance of COIN can be increased by combining other methods and 
uses it as a local search in order to avoid local trap of optima.  
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