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Abstract— Machine learning is widely used in the medical 

applications.  Parkinson’s disease is a nervous system disorder 

which commonly causes tremors, but the disorder also 

commonly causes stiffness or slowing of movement. These 

symptoms are not only caused by Parkinson’s disease but also 

the other movement disorder sickness. The doctors who are 

specialist in the Parkinson’s disease can simply diagnose the 

tremors, which usually be hand muscle tremor of the patient. 

But conversely, the out-patient-department doctors find that it 

is difficult to diagnose those symptoms. This work proposes the 

use of machine learning for the Parkinson’s disease data to 

assist the physician diagnosis. The Long Short-Term memory 

network is suitable for the data collected by a specialist. The 

result shows that the proposed method has 73% accuracy in 

early identifying the patient with Parkinson’s disease.   
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I. INTRODUCTION 

The Parkinson’s disease (PD) is a brain and nervous 
disorder. Its symptoms are obviously tremor, stiffness, and 
slow movement. It is vital for patients to be diagnosed as 
early as possible, in order that the patients are treated since 
the early stage of the sickness to prolong their life. 
Outpatient department (OPD) doctors are facing the 
diagnosis problem of tremors which can be causing by PD or 
the other diseases, on the other hand, the PD specialists 
simply manage to judge the diagnosis of tremors. But it is 
not possible for PD doctors to be at the OPD, thus the OPD 
doctors require a tool to improve their diagnosis before 
sending all those patients with tremors to PD department. In 
order to assist the doctor, this work proposes Machine 
learning method to help with the diagnosis. There are two 
neural network models to be compared, the simple neuron 
model and the LSTMs model. 

Machine learning algorithms have been widely used for 
medical data analysis.  PD and heat disease data was used to 
classify the difference between these two diseases, as in [1]. 
An application of neural network with EEG, video and 
tracking data chose LSTM to solve the problem, as in [2].  
To establish the strategy for the intensive care unit (ICU), 
Recurrent Neural networks (RNNs) and Long Short-Term 
Memory (LSTM) are used with Electronic Health Record 
(EHR) in the clinic measurement and management  [3]. The 
classification method for EEG used LSTMs to classify the 
data from wearable devices in real-time [4]. Various disease 
data is time series data and LSTMs are used to cluster 
patients  [5]. 

The LSTMs are an improvement of RNNs to overcome 
the vanishing gradient problem. RNNs have difficulties with 
time dependencies.  LSTMs have advantage to overcome this 
problem, as in [6]. Time-series analysis, using deep learning 
shown the application of the NNs to time dependency 
information, as in [7], [8] and [9]. Time-series classification 
required the matching data sequence, as in [10]. LSTMs 
were used for imaging classification, as in [11]. Time-series 

classification could use the LSTMs for classifying the 
sequences, as in [12], [13] and [14]. 

The applications of the Parkinson’s Disease  data for 
diagnosis are interesting and challenging in both engineering 
and medical development over years. Using fuzzy method 
was an alternative approach to the PD diagnosis, as in [15]. 
The Extreme Leaning Machine (ELM) was used as a hybrid 
kernel ELM and its potential was sufficient, as in [16]. RNNs 
could predict PD, as in [17]. Deep Learning (DL) could be 
used to obtain the classifying and predicting the PD in case 
of large scale data, as in [18] and [19]. LSTMs were used to 
receive the PD subtypes from the clinical records, as in [20]. 
A simple ML method called Support Vector Machine (SVM) 
generating a solid outcome, as in [21]. Early diagnosis for 
PD patients used ML to predict from various data sources, as 
in [22].  Smartphone applications were introduced to apply 
AI, as in [23] and [24]. The NNs method was the best 
application option for this type of data ,as in [25]. 

This work describes an implementation of ML to 
improve the diagnosis of PD. The implementation consists of 
data preparing, neural network modelling, parameters tuning 
and experimenting the model.  

 

II. IMPLEMETATION 

A. Data Preparation 

The raw data is contained of records from PD patients 
and non PD persons called control group, the records are 
from a keyboard and sensors collecting through a controller 
as shown in Fig. 1. 

 

Figure 1. Tools for collecting PD data. 

 The keyboard data and the gyroscope and accelerometer 
sensors are collected at different frequency and have 
different features. Since the sensor has more sample rate than 
the keyboard, thus it is necessary to rescale and resample the 
keyboard data. The data is normalized as following. 
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• correct key : 1 

• incorrect key : -1 

• burst key : -0.5 

• repeat key : 0.5 

• double press : -0.25 

 These rules generate keyboard data which are convenient 
to analyze.  

 

 The above algorithm generates a new keyboard data, with 
frequency equal to the sensor data, and the data is 
normalized. At 40 Hz, the both data of keyboard and sensor 
are equal length. 

 For supervised learning, features and outputs forming 
pairs of input and output sequences. The data are organized 
into three sets as follows. 

• Dataset-1 : keyboard dataset 

• Dataset-2 : sensor dataset 

• Dataset-3 : sensor and keyboard dataset 

  The input shape of LSTMs network must be three 
dimensions meaning which the datasets from data 
preparation process need to be reshape as input shape of 3D 
data (samples , time steps, features) for the LSTMs model or 
input dimension (features) for the simple neuron model. 

 All data of the 2D datasets are reshaped into 3D datasets 
as the ( samples × time steps × features ) format. The 
collected data consists of 100 medical records.  Each record 
consists of 3 records for a test which there are 2 test for both 
hands, thus the total size is 1200 samples. The number of 
time steps for both the keyboard and sensor dataset is 500 
time steps. The number of features depends on individual 
dataset’s features. Dataset-1’s input shape is (1200 × 500 × 
2), Dataset-2’s input shape is (1200 × 500 × 12), and 
Dataset-3’s input shape is (1200 × 500 × 13).  

B. Neural Networks Model 

1) The simple neuron model: is created as follows. 

• 3 Fully-connected neuron layers 

• Output layer 

 The 2 hidden layer and another hidden layer has, 
consequently, 50 and 10 neurons dense layer with ‘relu’ 
activation function. The output layer is one fully-connected 
neuron with ‘sigmoid’ activation function. The sequential 
model is compiled with ‘Adam’ optimizer and 
‘binary_crossenteopy’ cost function. 

 

 

2) The LSTMs model: is created as follows. 

• LSTMs 2 layers 

• Fully-connected neuron layer 

• Output layer 

These two LSTMs hidden layers have initial 50 LSTMs 
each with ‘tanh’ activation function, and  another layer is a 
10 neurons fully-connected layer with ‘linear’ activation 
function. The output layer is a single fully-connected neuron 
(dense layer). The sequential model is compiled with ‘SGD’ 
optimizer and ‘binary_crossentropy’ owning to the binary 
classification problem.  

In general, the output layer is set by the problem 
requirement. In this application, the problem is binary 
classification, the model output use sigmoid function as the 
transfer function. 

There are two methods used in this work to randomly 
portion out the dataset into training dataset and testing 
dataset. The first one is known as data splitting, and the 
second one is cross validation. 

C. Data Splitting 

The datasets have to randomly split into training dataset 

and testing dataset.  Each dataset is [X, y] format, the 

dataset is, likewise, [train X, train Y, test X, test Y] format. 

The test ratio is 0.2 for the simple neuron model. 

K-Fold cross validation is a resampling procedure for 
machine learning models.  A parameter, called k, is assigned 
as the number of groups which the dataset being separated 
into. This k-fold cross validation splits dataset into k groups. 
For each group, the k-1 datasets fit the model as training 
dataset, then the rest evaluates the model as testing dataset. 
This procedure offers the opportunity for each fold dataset to 
train the model for k-1 times, and to test the model for once 
as the hold set. In this work, the K number is 10 for the 
LSTMs model. 

D. Parameter and Hyperparameter Optimization 

The model parameters are variables internal the neural 
networks which their values are estimate from the data. Their 
values define the model performance. For examples, the 
weights and biases are the model parameters.  

The model hyperparameters are variables external the 
neural networks which theirs values are not able to estimate 
directly from the data. For example, learning rate, activation 
function and dropout are the hyperparameters.  

In this work, the Grid Search Parameter  is used as the 
parameter optimization method.  Batch Size is the number of 
the size for each batch.  This means the total number of 
training data samples in a batch. The dataset is divided into 
smaller batches, and those batches are fed into the neural 
networks. The number of Iterations is the number of batches 
which needs to complete one epoch. The number of Epochs 
is the number of times for the entire dataset passing forward 
and backward through the neural networks once. It means the 
number of batches is equal to the number of iteration for one 
epoch. 

 There are  many optimizers to search for the best model 
of neural network; for instance, ‘SGD’, ‘RMSprop’, 

Algorithm for creating new keyboard data: 

sensor data index = 0 

keyboard data index = 0 

new keyboard data = [] 

loop sensor index in range of sensor data length : 

 check keyboard time >= sensor time: 

  use the rules for keyboard feature data 

  ++keyboard index 

 else : use 0 as keyboard feature data 

 ++sensor index  

 

  



 

 

‘Adagrad’, ‘Adadelta’, ‘Adam’, ‘Adamax’, ‘Nadam’ and so 
on.  

 The number of Learning Rate is the number which 
controls the amount of updating the weight at the end of each 
batch. The number of Momentum is the number which 
controls the amount of letting the previous update influence 
the current weight update.  

 The number of Dropout Regularization is important to 
improve the neural networks performance. In order to avoid 
underfitting and overfitting model, dropout regularization 
impact significantly on machine learning to achieve the 
appropriate-fitting. The number should be between [0.0, 1.0), 
[1] is not possible. It generally starts at 0.2 or 20% dropout 
rate, and the model generates usually the robust result. 

 The number of Neurons in the hidden layer is one of the 
most important parameter to be tuned for the neural 
networks, because it generally represents the capacity of the 
neural networks.  

 From these optimization procedures, the final LSTMs 
model configuration is now as follows: 

• 3 hidden layers : 

▪ 100 LSTMs with ‘relu’ activation function, 
‘uniform’ weight initializer, maxnorm(4) 
weight constraint and 0.2 dropout rate for 2 
layers 

▪ 50 neurons with ‘sigmoid’ activation function 
and ‘uniform’ weight initializer dense layer 

• Output layer : 1 neuron dense layer 

• Compiling the model with ‘binary_crossentropy’ 
loss function and ‘Adam’ optimizer. 

• Batch size: 100, 200 epochs, 0.01 learning rate. 

E.  Evaluating the Model 

There are two methods of evaluating the models which 

are Hold-Out and Cross-Validation for large dataset and 

limited amount of dataset consequently. The hold-out 

method is randomly divided data into three subsets: Training 

set, Validation set and Testing set. 
In this application, K-fold cross-validation for the 

LSTMs model due to amount of data availability is used to 
compare with traditional data splitting with 0.2 test ratio for 
the simple neuron model. 

 

III. RESULTS 

There are two summarized result from initial setting and 
optimized setting. The records of accuracy are shown in 
percentage. Each result is obtained from the exported model 
with the Parkinson’s disease data.  

The first result, the simple neuron model is trained with 
simple training and testing dataset with 0.2 ratio test data 
splitting and initial configuration as shown in Table I. 

 

 

 

TABLE I. THE RESULTS FROM THE SIMPLE FULLY-CONNECTED NEURON 

NEURAL NETWORK WITH NORMAL DATA SPLITTING AND DEFAULT 

PARAMETER SETTING. 

Results Dataset1 Dataset2 Dataset3 

1 53.4198 57.192 62.541 

2 54.1945 60.0691 63.1512 

3 52.9121 61.894 64.0891 

4 56.1148 62.1905 61.261 

5 54.2189 59.1892 59.198 

6 54.2105 58.1984 59.0148 

7 58.641 60.1444 60.4717 

8 55.0001 58.176 61.2239 

9 56.1894 59.6697 62.3617 

10 53.4234 59.9963 63.7879 

 

The second result, the LSTMs model is trained with K-
fold cross-validation dataset with optimum parameter 
configuration from parameter optimization procedure as 
shown in Table II. 

TABLE II. THE RESULTS FROM THE LSTMS NEURAL NETWORK WITH K-

FOLD CROSS-VALIDATION AND OPTIMIZED PARAMETER SETTING. 

Results Dataset1 Dataset2  Dataset3 

1 58.7846 67.8156 70.5491 

2 61.3605 68.1602 72.911 

3 62.4908 72.4869 73.6619 

4 57.096 74.3201 75.6138 

5 59.5541 70.7767 74.9995 

6 63.0847 71.591 73.1542 

7 60.3337 73.4852 75.6173 

8 58.6913 69.5894 76.2189 

9 62.7185 72.5507 74.0695 

10 59.1515 73.0564 72.0519 

 

 The results from both configurations are distinct. The 
performance of the LSTMs neural network with k-fold cross 
validation and parameter optimization is clearly an 
improvement over the simple Neural Network. Using dataset 
3 is the best dataset 3 for this binary classification. The 
comparing between simple neuron model and LSTMs model 
is shown in Table III. 

TABLE III. EXPERIMENT RESULT FOR DATASET3 
 

Simple Neuron (%) LSTMs (%) 

Mean 61.7100 73.8847 

Max. Acc. 64.0891 76.2189 

Min. Acc. 59.0148 70.5491 

Std. 1.7862 1.7868 

 

 The machine learning using k-fold cross-validation and 
parameter optimization can achieve the best result at 76.22% 
with 73.88% average and 70.55% minimum. The result is 



 

 

better than the NN configuration for at least 10% in average. 
This comparison between the simple neuron and LSTMs 
model represent the advantage of using LSTM for time series 
data. 

 

IV. DISCUSSION 

 There are several limiting factors in this dataset which 
prevent machine learning performance. 

• Parkinson’s disease patients have one dominant hand 
showing distinct symptom and another hand being 
like if normal person. 

• Symptoms of some Parkinson’s disease patients are 
almost healthy as normal, they only have slightly 
sickness which indicate to be diagnosed as 
Parkinson’s disease. 

• Amount of data is not adequate to train the deep 
neural networks so as to receive higher accuracy 
classification prediction. 

 

V. CONCLUSION 

The LSTM neural network with K-Fold cross validation 

is an appropriate approach for time-series binary 

classification. This machine learning method works not only 

for Parkinson’s Disease data but also other time series data 

classification problems. The LSTM model can be improved 

to achieve higher accuracy using improved feature 

extraction. The experiment shows promising results that the 

proposed method can be used for early screening of patients.  

This method needs further improvement before it can be 

used by OPD doctors for Parkinson’s disease diagnosis. 
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