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Introduction

The knowledge representation of neural network (NN)
is unreadable to humans.
Memory-based reasoning (MBR) suffers from the
feature-weighting problem.
The k-nearest neighbor (k-NN) method --> all of the
features presented are equally important.

Hybrid Approach to Data Mining
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Introduction

In dynamic situations, the on-line learning property is
crucial.
Hybrid system is designed to take full advantage of
the vast amount of memory.

Hybrid Approach to Data Mining
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Hybrid system of NN and memory-based learning
Hybrid Approach to Data Mining

Framework of extracting feature weight from a trained NN
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Hybrid system of NN and memory-based learning
Hybrid Approach to Data Mining

Example of fully connected network with one hidden layer
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Hybrid system of NN and memory-based learning

Sensitivity --> input feature xi

Hybrid Approach to Data Mining

 Feature weighting algorithms using a trained NN
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Hybrid system of NN and memory-based learning

Activity --> a hidden node zi

--> an input node xi

Hybrid Approach to Data Mining

 Feature weighting algorithms using a trained NN
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Hybrid system of NN and memory-based learning

Saliency --> an input node

Hybrid Approach to Data Mining

 Feature weighting algorithms using a trained NN
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Hybrid system of NN and memory-based learning

Relevance --> a hidden node zj

   --> overall relevance of input node xi

Hybrid Approach to Data Mining

 Feature weighting algorithms using a trained NN
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Hybrid system of NN and memory-based learning

Case x = {x1,x2,…,xn,xc}
Distance

Hybrid Approach to Data Mining

 MBR with weighted features (k-NN method)
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Hybrid system of NN and memory-based learning
Hybrid Approach to Data Mining

 Integration of memory and NN-based learning
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Hybrid system of NN and memory-based learning
Hybrid Approach to Data Mining

 Integration of memory and NN-based learning
The rule of PQM rejection --> classification task
– If PM <> PNN Then “Reject to answer”

Else “Answer with PM (or, identically, PNN)”
                                   --> regression task
– If |PM-PNN| >=       Then “Reject to answer”

Else “Answer with average of PM and PNN”
ε
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Hybrid system of NN and memory-based learning
Hybrid Approach to Data Mining

 Integration of memory and NN-based learning
Rejection ratio

queries ofnumber  Total
queries unanswered ofNumber   ratio Rejection =
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Experimental results
Hybrid Approach to Data Mining
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Experimental results
Hybrid Approach to Data Mining

Classification accuracy of the feature weighting method for
the odd-parity problem
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Experimental results
Hybrid Approach to Data Mining

Classification accuracy of the feature weighting method for
the sinusoidal problem
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Experimental results
Hybrid Approach to Data Mining
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Experimental results
Hybrid Approach to Data Mining
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Experimental results
Hybrid Approach to Data Mining
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Experimental results
Hybrid Approach to Data Mining
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Experimental results
Hybrid Approach to Data Mining

Average feature weights computed in the auto-mpg task
(regression problem)
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Experimental results
Hybrid Approach to Data Mining
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Conclusion
Hybrid Approach to Data Mining

provides the most similar cases for the prediction query,
which demonstrates its explaining capability.
suggests a hybrid approach to the feature weighting
problem with NN technique.
can be directly applied to classification and regression
without additional transformation mechanisms.
provides on-line learning property.



25

Limitations
Hybrid Approach to Data Mining

may not be appropriate to situations that require a short
learning time.
does not explicitly provide any symbolic knowledge.
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Future work
Hybrid Approach to Data Mining

Parameters
– Length of the case lifetime
– Treatment of old cases
– Point to renew the feature weight

Dynamic behavior
– Discards old cases
– Updates the feature weight


